Economic Insights

Third District State Budgets in the Coronavirus Recession

Tracking U.S. Real GDP Growth During the Pandemic

Bankruptcy Filings in the Third District During COVID-19

Travel Behavior and the Coronavirus Outbreak

Banking Trends

Research Update

Q&A

Data in Focus
Contents

Third Quarter 2020   Volume 5, Issue 3

Economic Insights

A publication of the Research Department of the Federal Reserve Bank of Philadelphia

Economic Insights features nontechnical articles on monetary policy, banking, and national, regional, and international economics, all written for a wide audience.

The views expressed by the authors are not necessarily those of the Federal Reserve.

The Federal Reserve Bank of Philadelphia helps formulate and implement monetary policy, supervises banks and bank and savings and loan holding companies, and provides financial services to depository institutions and the federal government. It is one of 12 regional Reserve Banks that, together with the U.S. Federal Reserve Board of Governors, make up the Federal Reserve System. The Philadelphia Fed serves eastern and central Pennsylvania, southern New Jersey, and Delaware.

Patrick T. Harker
President and Chief Executive Officer

Michael Dotsey
Executive Vice President and Director of Research

Adam Steinberg
Managing Editor, Research Publications

Brendan Barry
Data Visualization Manager

Natalie Spingler
Graphic Design/Data Visualization Intern

ISSN 0007–7011

1
Third District State Budgets in the Coronavirus Recession
State and local fiscal austerity may exacerbate this coronavirus recession. Adam Scavette explains why as he takes a close look at the three states of the Third District.

9
Tracking U.S. Real GDP Growth During the Pandemic
During this fast-moving pandemic, it’s vital that policymakers can rely on real-time estimates of real GDP growth. Jonas Arias and Minchul Shin show us how it’s done.

15
Bankruptcy Filings in the Third District During COVID-19

23
Travel Behavior and the Coronavirus Outbreak
Jeffrey Brinkman and Kyle Mangum examine cellphone data from coast to coast to find out how Americans changed their travel behavior in the early weeks of the COVID-19 pandemic.

27
Banking Trends: Why Don’t Philly Banks Make More Local CRE Loans?

33
Research Update
Abstracts of the latest working papers produced by the Philadelphia Fed.

40
Q&A...
with Wenli Li.

41
Data in Focus
COVID-19 Business Outlook Survey.

About the Cover
COVID-19
This issue’s cover depicts a cellular model of SARS-CoV-2, the coronavirus responsible for the respiratory disease COVID-19. In just a few months, COVID-19 has become a pandemic. In this special issue of Economic Insights, we explore some of the economic implications of this new and deadly disease.

Connect with Us

We welcome your comments at:
PHILEI.Comments@phil.frb.org

E-mail notifications:
www.philadelphiafed.org/notifications

Previous articles:
www.philadelphiafed.org/research-and-data/publications/economic-insights

Twitter:
@PhlFedResearch

Facebook:
www.facebook.com/philadelphiafed/

Linkedin:
https://www.linkedin.com/company/philadelphiafed/
Third District State Budgets in the Coronavirus Recession

Delaware, New Jersey, and Pennsylvania are in for a struggle as they try to balance their budgets during this unprecedented economic cycle.

BY ADAM SCAVETTE

State and local governments across the United States are bracing for financial hardships due to the coronavirus pandemic. As the nation endures the extended economic impact of the pandemic, including the various mandated shutdowns of nonessential businesses, now is a good time to understand the basics of state budgets as well as how they change over the business cycle. In addition to exploring the effects of the anticipated recession on state budgets and the federal government’s efforts to aid the states, this article examines the expected nuances of this recession. It then takes a specific look at the Third Federal Reserve District states (Delaware, New Jersey, and Pennsylvania) to assess their preparedness to weather this economic downturn.

Fundamentals of State Budgets

As we witness the responses of individual states to the coronavirus, with daily updates from governors and state public health commissioners, it is apparent that state governments are vital components of the nation’s public sector. Indeed, when defense spending is not counted, state and local governments have historically undertaken more spending on public goods and services than has the federal government.¹

In 2018, total federal expenditures, excluding defense spending and grants to state and local government, was $3.2 trillion (15.6 percent of gross domestic product) (Figure 1).²

State expenditures support education, infrastructure,
health, hospitals, and public welfare (for example, Medicaid), among other items. State governments fund these expenditures with intergovernmental revenue (that is, transfers from the federal government) and tax receipts (sales, individual income, and corporate income), among other sources (Figure 2).

When the country faces an economic downturn, revenues shrink and expenditures rise, straining state budgets from opposite directions. If many consumers lose their jobs and spend less on goods and services, states receive less revenue from income and sales taxes. Simultaneously, demand for state government services such as unemployment insurance and Medicaid increase, raising overall expenditures. When expenditures exceed revenues, state governments face a budget gap, which they must address in the near term: Unlike the federal government, most states are required to balance their budgets from year to year.1

Aside from federal aid that states may receive during national downturns, states can address budget gaps by increasing revenue (for example, by raising taxes), cutting expenditures, drawing money from a rainy day fund, or borrowing with municipal bonds.4 Tax hikes and spending cuts in the face of a recession may exacerbate the downturn or delay the recovery as consumers are further strained financially and public service jobs are eliminated. Although states can draw from rainy day funds, which are special reserve funds generated from surplus budget years specifically to aid during downturns, the level of reserves that each state may have at any given time varies significantly.5 Lastly, if allowed by its constitution, a state may issue debt in order to balance its budget. Municipal debt is issued on bond markets and rated by independent agencies according to the assessed future solvency of the issuing state, so states pay different interest rates for the money they borrow.6

**What Happened Last Time**

During the Great Recession of 2008–2009 and the subsequent recovery, nearly every state in the nation faced a budget gap as respective state revenues declined and expenditures increased (mostly driven by increased enrollments in Medicaid). Despite the $1.44 trillion in fiscal relief funds to state and local governments from the American Recovery and Reinvestment Act of 2009,7 many states addressed their remaining budget gaps with tax increases and cuts in government services. In the three fiscal years following the start of the recession (2009–2011), 40 states enacted tax or fee hikes, 34 reduced spending on K-12 education, 43 reduced spending on college education, 31 reduced health care spending, and 29 reduced expenditures for services to the elderly and disabled (Figure 3).8 The effect of these state spending cuts is perhaps most clear in state government employment numbers in the immediate recovery years.9 From January 2009 through January 2013, state governments collectively shed 177,000 jobs (a 3.4 percent drop), and even as of February 2020, state government employment had not recovered to its peak level (Figure 4).10

**What Makes the Coronavirus Recession Different**

While other recessions in the past few decades have forced states to reckon with budget crises solely due to the effects of...
a slowing economy, the coronavirus recession will also force states to fund the battle against the virus (for example, through hospitals, healthcare, infrastructure, and police). This means that expenditures will increase far more than during previous recessions, especially for states particularly hard hit by the coronavirus in terms of hospitalizations and deaths, such as New Jersey and New York.\footnote{U.S. Bureau of Labor Statistics (2020).}

Beyond the health-related costs of the virus, we can identify areas that are more likely to suffer during recessions based on their industry mix.\footnote{Federal Reserve Bank of Philadelphia Research Department} A recent analysis by Moody’s has identified the most at-risk industries for this coronavirus recession: leisure and hospitality,\footnote{Federal Reserve Bank of Philadelphia Research Department} transportation, and employment services. Therefore, states and local areas that have a high share of employment in these industries should expect to see larger downturns than the national average, and these effects will stress public budgets.\footnote{Federal Reserve Bank of Philadelphia Research Department}

Although leisure and hospitality represents 11 percent of national employment,\footnote{Federal Reserve Bank of Philadelphia Research Department} the number of jobs in the industry is up 40 percent since the end of the 2001 recession,\footnote{Federal Reserve Bank of Philadelphia Research Department} whereas overall employment has grown less than 20 percent (Figure 5). Because restaurants, the arts, and entertainment venues are typically enjoyed in person, we can expect the coronavirus recession to have a harsh effect on this economic sector. The pandemic’s lingering effect on future consumer demand for hospitality services is uncertain, and is perhaps only comparable to the impact on the airline and travel industry after the 9/11 terrorist attacks.\footnote{Federal Reserve Bank of Philadelphia Research Department} The attacks resulted in a 32 percent annual reduction in air travel in September 2001 and a 12 percent reduction the following year, most likely because consumers continued to avoid flying. How badly will the pandemic affect the hospitality industry? A clue comes from an early April 2020 survey by the National Restaurant Association, which found that, even in the midst of federal government assistance, “15 percent of U.S. restaurants have permanently closed or are likely to in the next two weeks.”\footnote{Federal Reserve Bank of Philadelphia Research Department}

### How the Federal Government Aids States

Although the federal government has spent trillions of dollars trying to stabilize the economy, it has imposed limits on how state and local governments may use this money. Notably, the $2 trillion Coronavirus Aid, Relief, and Economic Security (CARES) Act, which Congress enacted in late March 2020, included, in addition to direct aid to American workers and assistance for small businesses via the Paycheck Protection Program,\footnote{Federal Reserve Bank of Philadelphia Research Department} a $150 billion Coronavirus Relief Fund for payments to state and local governments.\footnote{Federal Reserve Bank of Philadelphia Research Department} However, this relief fund is to be used only for expenditures related to the public health emergency, and it cannot be used to cover expenditures that were already accounted for in state budgets before the date of the act’s passage (March 27, 2020). Although the fund will aid in covering unforeseen expenditures related to the coronavirus over the remainder of 2020, it cannot directly\footnote{Federal Reserve Bank of Philadelphia Research Department} cover the revenue shortfalls and expenditure increases resulting from slowing state economies due to the mandated shutdowns.\footnote{Federal Reserve Bank of Philadelphia Research Department} (To address this limitation, in early April 2020 the Federal Reserve, under credit protection from the Department of the Treasury, instituted the Municipal Liquidity Facility [MLF] to buy up to $500 billion in short-term debt directly from state and local governments.\footnote{Federal Reserve Bank of Philadelphia Research Department})

### Fiscal Preparedness Among Third District States

In order to analyze the preparedness of the Third District states to weather the budget gaps that they are certain to incur in this fiscal year and perhaps beyond, we examine their rainy day funds, their credit ratings, and results from a budget stress test used to analyze the effects of the coronavirus on respective state public finances.

State rainy day funds may be inadequate for this downturn. A recent Tax Foundation Analysis found that the median rainy day fund balance was 8 percent of state general fund expenditures, whereas it is recommended that states carry 15 percent in order to withstand revenue shortfalls associated with a moderate recession.\footnote{Federal Reserve Bank of Philadelphia Research Department} At the start of fiscal year 2020,
all Third District state rainy day funds were below the median. Although Delaware’s rainy day fund stood at 5.4 percent of state general fund expenditures, Pennsylvania and New Jersey tied, at 1 percent, for the lowest nondepleted funds in the country (Figure 6).\(^{25}\)

Another means of short-term funding relief for some states is the issuance of debt to financial markets.\(^{26}\) Although the MLF was established to aid state borrowing efforts by purchasing short-term debt from state governments, borrowing costs vary across states according to perceived risk.\(^{27}\) Commonly, general obligation debt is issued through financial markets and rated by independent rating agencies (for example, Moody’s, Standard & Poor’s, and Fitch), which base their ratings on a state’s ability to repay debt and on the state’s economic health. A lower rating for general obligation debt results in a higher interest rate for a state, which raises the cost of borrowing and ultimately results in a higher burden for that state’s taxpayers.

As of June 2020 (Figure 7), Delaware had an AAA rating and was one of several states that paid the lowest borrowing costs for municipal debt issuers in the nation. Pennsylvania had an A+ rating, forcing it to pay 0.5 percentage point more than states like Delaware for interest on 10-year debt. New Jersey stood among the worst-rated municipal borrowers in the nation with an A− rating, forcing it to pay 0.9 percentage point more than AAA municipal borrowers.

When Moody’s Analytics ran its stress-test model in April,\(^{28}\) it found that the coronavirus shock will have widely disparate effects on state public finances, due to states’ varying levels of fiscal preparedness, employment industry mix, and tax revenue streams.\(^{29}\) The analysis resulted in an estimated tax revenue shortfall through fiscal year 2021 of 5.6 percent for Pennsylvania, 10.6 percent for Delaware, and 25.4 percent for New Jersey (Figure 8).\(^{30}\) According to the model, Pennsylvania’s tax revenues appear to be more resilient than in most states, largely due to its heavy concentration of employment in education and healthcare.\(^{31}\) However, due to New Jersey’s reliance on two volatile revenue streams—a progressive...
personal income tax and a large employment base in hospitality and tourism—the state’s tax revenues stand to be among the worst affected.

In many states, the coronavirus recession will likely exacerbate one particular ongoing fiscal concern: the management of pension and health benefit funds for retired state workers and teachers. When crafting their annual budgets, states may defer payments into these funds in order to balance their budgets, inflating unfunded pension liabilities over time. Due in part to these deferrals, New Jersey and Pennsylvania\textsuperscript{32} have both seen their unfunded pension liabilities balloon since the Great Recession, with the former’s pension outlook ranking\textsuperscript{33} among the worst in the country. Perceived fiscal irresponsibility reflected by large unfunded pension liabilities in Democratic-controlled states such as New York, New Jersey, and Illinois has resulted in a politicized public debate over whether any further federal aid to states to alleviate the fiscal shock of the coronavirus\textsuperscript{34} would be a “blue state bailout.”

Final Thoughts
State governments will undoubtedly face difficult times as the coronavirus recession concludes and recovery begins. These governments will need to make tough decisions to address budget gaps resulting from tax revenue shortfalls and expenditure increases. We must understand the dynamics of state government budgets and the role of state government services in communities across the nation if we are to evaluate how the federal government might best address states’ needs through further legislation. Although states and municipalities around the country are preemptively addressing these budget concerns by cutting expenditures, these cuts and reduced service levels may persist for years beyond this current crisis, as occurred during the last business cycle. Moreover, state fiscal austerity in the wake of the Great Recession is estimated to have worsened the effects of the recession and slowed our nation’s last recovery considerably, making it a reaction worth avoiding.\textsuperscript{35}

How Will States Pass Their Fiscal Stress to Local Governments?
Local governments will face their own fiscal hurdles as they wade through a recession and lean on heavily distressed state governments for relief. Local governments receive 32 percent of their revenues from state transfers,\textsuperscript{36} so they are particularly vulnerable to state expenditure cuts as states pass through their fiscal stress. Furthermore, aside from the largest jurisdictions, local governments must rely on states to pass on federal aid associated with the coronavirus-fighting efforts. The CARES Act, which allocates $150 billion for state and local governments, directly allocates local funds only for jurisdictions with 500,000 or more residents, with the rest allocated to the states to relieve smaller jurisdictions. Furthermore, the Federal Reserve’s MLF will directly buy municipal debt only from counties with a population of at least 500,000 and cities with a population of at least 250,000, leaving most jurisdictions without direct access to short-term funding relief.\textsuperscript{37} Unlike states facing fiscal strains, local governments may file for Chapter 9 bankruptcy protection under federal law, as Detroit did in 2013. However, governing state law must permit municipal governments to file for bankruptcy in order for them to do so.\textsuperscript{38} In part because only about half of the states authorize municipal governments to file for bankruptcy, local governments have rarely succeeded in declaring bankruptcy over the past 20 years.\textsuperscript{39}

The requirement that a state balance its budget is either explicitly stated in the state constitution, interpreted from the state constitution, or effectively enforced due to political culture. For more information, see National Conference of State Legislatures (2010).

States may also use less traditional one-off actions, such as deferring pension obligations, diverting funds from an unemployment insurance trust fund, or extending the fiscal year, as New Jersey announced its intention to do for the 2020 fiscal year.

By law, four states (Arizona, Colorado, Indiana, and Nebraska) prohibit debt and 12 others require voter approval of debt supported by general tax revenue. See McNichol et al. (2020).

Most of these funds were allocated to Medicaid and education funds. For more information, see Economic Policy Institute (2009).

See Gordon (July 2012).

See Pome and Saxon (2019).


See Scavette (2019).

This includes NAICS sectors 71 (arts, entertainment, and recreation) and 72 (accommodation and food services).

A recent analysis by Brookings identified three metro areas in the Third District (Atlantic City–Hammonton, NJ; Ocean City, NJ; and East Stroudsburg, PA) among the top 15 metro areas with the largest share of high-risk employees. For more information, see Muro et al. (2020).


See https://fred.stlouisfed.org/series/USLAH.

See Clark et al. (2009).

See Gangitano (2020).

The Paycheck Protection Program (PPP) indirectly benefits state finances: If businesses that take these forgivable loans keep employees on their payrolls, and if those employees would otherwise have been laid off, the states will save money on unemployment insurance (UI) benefits. Furthermore, the five states that do not tax UI benefits (two of which are Pennsylvania and New Jersey) will see an even larger positive fiscal effect, because, in addition to spending less on UI benefits, they will receive income taxes from those otherwise-laid-off employees—taxes paid out of the PPP funds used as wages. For more information on which states tax unemployment benefits, see Bishop-Henchman and Saddock (2013).


Walczak (2020) notes that "much of the funding already provided under the CARES Act, while not directly available to backfill revenue losses, is nonetheless fairly fungible, freeing up states’ existing revenues to meet other needs."

Furthermore, a follow-up bill to CARES, the Paycheck Protection Program and Health Care Enhancement Act, passed in late April 2020, did not include aid to state and local governments. For more information, see U.S. Congress (2020).

See Board of Governors of the Federal Reserve System (2020).

See Walczak and Cammenga (2020).

Illinois and Kansas had nearly empty reserve funds.

See footnote 6 for limits on state-level debt financing.

In order to prevent outbidding regular investors, the Federal Reserve’s MLF will charge penalty rates to borrowers tapping the facility. The penalty rates charged on individual debt are scaled based on ratings from nationally recognized statistical rating organizations (NRSROs). For more information, see Federal Reserve Bank of New York (2020).

See White et al. (2020).

Run in early April 2020, the Moody’s model assumes a deep recession in the first half of 2020, with a peak unemployment rate of 13 percent in the second quarter of 2020, and a peak-to-trough real gross domestic product decline of 10 percent.

This does not take into consideration anticipated additional Medicaid expenditures, which increase during recessionary periods.

Although both of these industries have been less sensitive to recessions, this pandemic may affect them more than did previous recessions. The cancellation of elective surgeries and the associated coronavirus costs have led to widespread stress among U.S. hospitals. Furthermore, the higher-education sector is likely to struggle due to reduced enrollment, reduced state aid, and declines in endowment investments. For more information, see Hook and Kuchler (2020) and Foroohar (2020).
32 The Public Pension Management and Asset Investment Review noted that Pennsylvania’s “unfunded pension liability was the direct and foreseeable consequence of past policy decisions, primarily deferring actuarially determined contributions as well as investment under-performance.” For more information, see Public Pension Management and Asset Investment Review (2018).

33 See Marcus (2020).

34 See Walsh (2020).

35 See Matthews (2020).

36 See Tax Policy Center (2020).

37 State governments may now authorize at least two cities or counties eligible to directly issue notes to the MLF regardless of population. Initially, the act restricted direct aid to counties with a population of at least 2 million and cities with a population of at least 1 million.

38 See Maciag (2013).

39 See Murphy and Cook (2018).
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COVID-19 has wreaked economic havoc with remarkable speed, which is why it’s so important for policymakers to know what’s happening to the economy in real time.

BY JONAS ARIAS AND MINCHUL SHIN

COVID-19 has caused a public health and economic crisis across the globe. As scientists fervidly search for an effective treatment and a vaccine, policymakers are implementing policies to dampen the economic hardship experienced by households and firms.

Such policies are more likely to succeed if their design reflects current economic conditions, but policymakers often find it difficult to learn about the economy in real time—even more so when a new and unpredictable disease has caused nearly all economic indicators to shatter long-standing records. For example, in April alone the U.S. economy lost as many jobs as had been gained during the previous decade. The labor market perked up in May and June, but it’s still too soon to accurately estimate when employment will return to pre-COVID-19 levels.

Earlier this year, professional forecasters agreed that real gross domestic product (GDP) would shrink in the second quarter, but by how much? Answering this question precisely in real time is challenging, but it is feasible to produce estimates based on econometric analysis.

Policymakers have three types of state-of-the-art measures of current economic conditions. First, there are real-time estimates of the pace at which real GDP is increasing or decreasing, such as the Atlanta Fed GDPNow and the New York Fed Staff Nowcast. Second, real-time business conditions indicators provide a signal of the underlying state of the economy, including the Chicago Fed National Activity Index, the Philadelphia Fed Business Conditions Index, and the recently developed New York Fed Weekly Economic Index. And third, there are survey-based estimates of current and future economic activity. Blue Chip Economic Indicators and the Survey of Professional Forecasters both have a long history of conducting and summarizing survey-based forecasts of U.S. economic growth.

Methodology
Although all three types are useful, we adopt the first approach to estimate in real time the pace at which real GDP is increasing or decreasing during the pandemic. This approach offers a simple procedure for quantifying the economic consequences of COVID-19 in real time. Indices of economic activity typically abstract from reporting estimates of real GDP growth, and surveys are generally more expensive to conduct and update in real time.
The backbone of our analysis is a traditional dynamic factor model approach. Recent extensions of this framework deal with flows of information at different frequencies, turning sparse signals into one aggregate summary statistic at each point in time.

Our model is similar to the one used by the Philadelphia Fed for its Aruoba-Diebold-Scotti Business Conditions Index. Accordingly, it includes data on these variables: initial jobless claims, nonfarm payroll employment, real manufacturing and trade industries sales, real personal income excluding current transfer receipts, the industrial production index, and real GDP. However, we also add raw steel production in order to take into account COVID-19’s sudden effect on the production side of the economy. Although we could have incorporated other weekly economic indicators, we decided to preserve the parsimonious spirit of Aruoba, Diebold, and Scotti’s original research.

Using the data and the dynamic factor model, we extract an unobserved factor characterizing the underlying state of the economy (also known as latent business conditions), and we translate this factor into a real-time estimate of the current pace of real GDP growth. This is commonly referred to as real-time tracking of real GDP growth.

Tracking Real GDP Growth During the First Quarter
Our real-time estimate for the first quarter of 2020 evolved as new information was released from January 30 through April 29. We selected these dates so that our model always provided an estimate of real GDP growth in association with the next release of the Bureau of Economic Analysis (BEA). More specifically, the BEA releases the advance estimate of real GDP in the final week of the month following the end of the quarter for which real GDP is being estimated. For example, on January 30 the BEA released the advance estimate of real GDP growth in the fourth quarter of 2019, and on April 29 it released the advance estimate of real GDP growth in the first quarter of 2020.

Figure 1 shows the evolution of our real-time estimate of real GDP growth in the first quarter of 2020. According to the model, during the first two months of the first quarter, real GDP was increasing at a pace slightly above 2 percent—similar to the trend growth rate of many forecasters.

On March 19, as the COVID-19 pandemic worsened, California issued the first stay-at-home order in the U.S., and almost all states eventually followed suit. A week later, on March 26, the Bureau of Labor Statistics (BLS) provided a first look at COVID-19’s whopping economic impact when it reported that nearly 3.3 million people filed for unemployment insurance during the week ending March 21. Our model translated this bleak picture of the labor market into a 2.9 percentage point decline in the real-time estimate for the annual rate of real GDP growth in the first quarter of 2020.

The data on raw steel production released on March 30 confirmed that the decline in economic activity signaled by the labor market was also being felt across industries that rely on steel and iron as inputs. The model interpreted these data as further signaling a decline in the pace of economic activity, so the real-time estimate dropped to an annualized rate of −0.9 percent.

Three days later, the BLS reported that the number of initial jobless claims filed for the week ending March 28 had reached

Real-Time Tracking of Real GDP Growth
We use the term real-time tracking of real GDP growth to refer to economic predictions of the near past, present, or immediate future. We will also use the term to refer to the system of methods developed to generate such predictions. This methodological approach is particularly important because economic data are often released with a lag. For example, given how hard it is to summarize and combine economic information from different economic sectors, it takes roughly a month for the BEA to release the initial official estimate (known as the advance estimate) of the rate at which GDP contracted or expanded in the preceding quarter.

Any model for tracking real GDP growth in real time is a function that inputs from the vast and continuously evolving economic data and outputs the current estimate of a variable, such as inflation or real GDP growth. In our study, the function is the small-data dynamic factor model and the inputs are the seven variables we previously described. Consider a hypothetical example in which the goal is to estimate real GDP growth during period \([t_0, t]\) using information from \(t + \Delta_0\) until \(t + \Delta_n\). As new data become available for each of the input variables at any given point during the period \([t_0+\Delta_0, t+\Delta]\), we feed it into a function that returns the best guess of the target variable; that is, the estimate that minimizes the expected prediction errors associated with our tracking estimates. Hence, real-time tracking of real GDP growth is a sequential process.

A Brief Literature Review
How can we improve the quality of our real-time estimate for the current level of the nation’s output growth using mixed-frequency data? The Federal Reserve System has taken the lead in addressing this important question. Early examples include Corrado and Greene (1988), Trehan (1989), Fitzgerald and Miller (1989), and Zadrozny (1990). Economists use two classes of econometric models to track real GDP growth. The first class is called partial modeling; the second, full modeling. Partial modeling focuses on how the set of predictors affects the target variable. Full modeling characterizes a complete joint relationship among the variables under consideration. The former is computationally simpler and robust to a model misspecification, as it considers a minimal set of relationships among variables to generate an estimate for the target variable. However, because it does not use the full relationship among variables, the former can be less efficient than the latter. Economists disagree regarding which approach is consistently superior.
an all-time high of 6.6 million. We fed these data into our model, and our estimate for the annualized rate of real GDP growth in the first quarter of 2020 declined 2.7 percentage points to −3.7 percent.

As new data became available, our estimate hovered between −3 and −4 percent—until the April 15 release of industrial production data for March 2020, which lowered our estimate to −5.4 percent. Thereafter, new data pushed the real-time estimate of real GDP growth up, not down.

Our final estimate using data as of April 23 was −5.0 percent. This is remarkably close to the BEA’s advance estimate of −4.8 percent (on April 29) and third estimate of −5.0 percent (on June 25), but more analysis is needed before we can draw conclusions about the predictive performance of our parsimonious model.

Regardless, as new information became available, our model’s estimate approached the BEA advance estimate. This is a typical feature of models tracking real GDP growth: As the information set increases, the estimates become more accurate, on average.9 To see this more clearly, we computed the prediction errors (that is, the absolute value of the difference between the estimate and the realized value of real GDP growth in the first quarter of 2020), and report them in Figure 2. For ease of exposition, we focus on the prediction errors associated with the economic releases starting on March 16 and until our final estimate on April 23. Clearly, the most accurate estimate is associated with the final date shown in the chart.10

Tracking Real GDP Growth During the Second Quarter

Figure 3 tracks the evolution of the real-time estimate for the annual rate of real GDP growth in the second quarter of 2020, starting on April 29—that is, starting on the day the BEA released the advance estimate of real GDP growth in the first quarter of 2020. The initial estimate for real GDP growth in the second quarter was a seasonally adjusted annual rate (SAAR) of −7.6 percent. During subsequent days, we updated the model with initial jobless claims for the weeks ending April 25 and May 2, raw steel production for the week ending May 2, and real personal income and real manufacturing and trade industries sales for March. None of these releases had a significant impact on the initial estimate for the second quarter: On May 7—the eve of the release of the much-anticipated April labor report—the prediction was the same as when we began tracking the second quarter.

During the second week of May, the estimate plunged due to the dreary
employment data: The employment situation summary released by the BLS on May 8 showed an unprecedented decline in nonfarm payroll employment, proof that the COVID-19 crisis had erased all the job gains since the Great Recession.

In the face of such a stunning decline in the growth rate of payroll employment, and in the absence of other monthly indicators to put the labor market data into perspective, the real-time estimate declined to an annual growth rate of −66.7 percent. Weekly data on raw steel production and initial jobless claims did not change this dramatic estimate.

The May 15 release of industrial production for April 2020 offered a less gloomy picture of the economy than the monthly labor market data. As a result, the model upwardly revised our estimate to −36.7 percent at an annual rate. Subsequent data releases from May 18 through June 5 induced further upward revisions in the estimated growth rate of real GDP for the second quarter. For example, May’s payroll employment data, released on June 5, moved our estimate up from −33.4 percent to −29.6 percent at an annual rate. Furthermore, May’s industrial production data, released on June 16, led to another positive revision to our estimate of real GDP growth to −18.9 percent.

The June 18 through June 29 data releases of initial claims, raw steel production, real manufacturing and trade sales (for April), and real personal income excluding transfers (for May) did not induce significant revisions to our estimates of real GDP growth. This is because such data releases were in line with the predictions of the model. In contrast, the positive June payroll employment report (released on July 2) was a surprise for the model, leading to a positive revision of our estimate of real GDP growth of nearly 5 percentage points.

Subsequent data releases from July 6 until July 23 continued to indicate (through the lens of our model) that the decline in real GDP during the second quarter was not likely to be as dramatic as our tracking estimates of the second week of May (i.e., about −67 percent at an annual rate).

In sum, our model’s final estimate of real GDP growth during the second quarter of 2020 was −12.6 percent at an annual rate, about 20 percentage points more optimistic than the first estimate of real GDP growth for the second quarter released by the BEA on July 30. In contrast to the good tracking performance of our model during the first quarter, the performance during the second quarter was significantly less precise.

The large discrepancy between our final estimate and the first BEA release for the second quarter suggests caution when using small-data dynamic factor models to track real GDP growth in real time and at high frequency during a pandemic. In particular, our conjecture is that the model puts more weight on recent data and hence the bad April data are downplayed relative to the good May and June data. We believe that this may be a feature of other types of econometric models relying on dynamic factors or vector autoregressions with mixed-frequency data. Consequently, we view our results as calling for further scrutiny of the ability of econometric models with mixed-frequency data to track real GDP growth at times of high economic uncertainty.

**Conclusion**

In addition to the large prediction error for the second quarter, our real-time estimates of real GDP growth were subject to large changes within the quarter. These swings could be interpreted as another undesirable consequence of tracking real GDP growth using small-data dynamic factor models. In particular, given that the model takes a signal about the state of the economy from each of the seven input variables, an unusually large variation in
one variable could cause the model to significantly change the assessment of current macroeconomic conditions. Including additional variables should shrink each variable’s average contribution. For example, the model used for the New York Fed Nowcasting Report includes 37 variables.\textsuperscript{13} Even so, the case against small-data approaches is not yet settled. Using more predictors doesn’t necessarily lead to better forecasting.\textsuperscript{14} Furthermore, estimates tend to stabilize as more information becomes available.

If the estimates are subject to large variations at the beginning of the quarter, when can policymakers start relying on them with confidence? Several researchers have been trying to answer this question by evaluating the out-of-sample performance of estimates generated by their models. For example, Giannone, Reichlin, and Small (2008) show that their model performs better than a no-change (random walk) forecast starting on the beginning of the second month, and it clearly has a 20 percent smaller root mean square forecast error from the middle of the second month. Whether these results apply to our model is a question for future research, but the discussion above highlights the fact that policymakers may face an important trade-off: Either they can swiftly respond with policies conditional on a less-accurate estimate of the state of the economy, or they can delay taking action until the current state of the economy becomes clearer.

Last, the actions of policymakers affect real GDP growth. Hence, at least part of the swings in the real-time estimates of the pace at which the economy is growing is due to policy responses to shocks. Determining which fraction of the final value of real GDP growth in a given quarter is due to economic shocks and which is due to policy responses to such shocks is an active research area in economics.\textsuperscript{15}

Notes
\begin{enumerate}
\item The term “econometrics” as we know it today was coined by Ragnar Frisch, who shared the first Sveriges Riksbank Prize in Economic Sciences in Memory of Alfred Nobel with Jan Tinbergen in 1969. In Frisch’s words: “Intermediate between mathematics, statistics, and economics, we find a new discipline which for lack of a better name, may be called econometrics.” See Bjerkholt (1995) for additional details about the term.
\item Dynamic factor models (DFMs) are econometric models whose distinctive premise is that a few unobserved (latent) variables can explain the comovement of a larger number of observed variables. See Geweke (1977), Sargent and Sims (1977), and Stock and Watson (1989).
\item See Aruoba, Diebold, and Scotti (2009), Modugno (2013), and Barśbura et al. (2013).
\item See for example, the first-quarter 2020 Survey of Professional Forecasters.
\item All input variables except for initial jobless claims and raw steel production enter the model in log first differences. We normalize initial jobless claims by a weekly estimate of the population, and take the natural logarithm to the resulting threshold. Finally, raw steel production enters the model in levels. Both types of variables (that is, those that are transformed and those that enter in levels) are standardized before entering the model. All data are from FRED at the Federal Reserve Bank of St. Louis, except for raw steel production (from the American Iron and Steel Institute), which we downloaded from Haver Analytics.
\item See the list of variables used by the New York Fed Weekly Economic Index.
\item We decompose the growth rate of the quarterly flow variables into the quarterly sum of daily differences of latent quarterly growth rates. An alternative option is to approximate the growth rate of the quarterly flow variables with the quarterly sum of daily log difference, following Mariano and Murasawa (2003). Such a modelling approach delivers more negative real-time estimates for the sample period under consideration.
\item See Bok et al. (2018).
\item See Boivin and Ng (2006) and Bai and Ng (2008).
\item See Barśbura et al. (2013).
\item For example, the BEA didn’t release GDP data for the first quarter of 2020 until April 29, 2020.
\item For example, in our application for the first quarter of 2020, t\textsubscript{0} refers to January 1, t\textsubscript{0}+\Delta\textsubscript{t} refers to March 31, t\textsubscript{0}+\Delta\textsubscript{t} refers to January 30, and t\textsubscript{0}+\Delta\textsubscript{t} refers to April 23.
\item See Barśbura et al. (2013).
\item Examples of partial modeling include bridge equation regressions (e.g., Trehan [1989]) and mixed data sampling (MIDAS) regressions (e.g., Ghysels, Santa-Clara, and Valkanov [2004], Clements and Galvão [2008], and Marcellino and Schumacher [2010]). Full modeling...
approaches include mixed-frequency vector autoregression (e.g., Zadrozny [1990], Eraker et al. [2015], and Schorfheide and Song [2015]) and a mixed-frequency dynamic factor model (e.g., Liu and Hall [2001], Mariano and Murasawa [2003], and Giannone, Reichlin, and Small [2008]). Economists have authored many academic papers on real-time tracking of real GDP growth based on those models. Here, we list just a few early papers on the topic. For a complete list of papers, see, for example, Barbirua et al. (2013).

18 See Bai, Ghysels, and Wright (2013).
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Bankruptcy Filings in the Third District During COVID-19

Early in the pandemic, unemployment rose dramatically. As the crisis deepens, what will happen to households and firms? We chart the past and future course of business and personal bankruptcy rates.

BY WENLI LI, RYOTARO TASHIRO, AND SOLOMON H. TARLIN

Six months after the outbreak of the COVID-19 pandemic in the U.S., what started out as a health crisis has developed into a full-blown economic crisis, particularly since state governments began restricting certain business activities.

When describing the economic impact of the pandemic, much of the attention is on unemployment. The U.S. Department of Labor reported that more than 3.7 million people had filed for initial unemployment claims in the three states of the Third District between the week ending on March 21 and the week ending on August 22, with an average of 162,000 claims per week. The average weekly initial claims for the three states in 2020 prior to mid-March was only 22,000 (Figure 1). These numbers are eye-opening, and they signal deeper financial problems.

These deeper financial problems will likely push many households and firms into bankruptcy, so we may see a large increase in the number of bankruptcies later this year. The long-term impact of the pandemic on the U.S. economy, therefore, may depend on how the bankruptcy system treats these financially distressed households and firms. For example, if some of the decline in jobs and output becomes permanent, the bankruptcy system will play an important role in determining when and how firms in distress shut...
down. Similarly, the bankruptcy system will dictate whether and how soon households can have a fresh start. Only then will they be able to plan with confidence.

There are many ways financially troubled individuals and firms benefit from bankruptcy. Chapter 7 bankruptcy allows households to discharge almost all their unsecured debt, and Chapter 13 bankruptcy gives them the opportunity to reorganize their debt and catch up with their debt payments, especially secured debt payments such as mortgage payments. Similarly, Chapter 7 bankruptcy enables businesses to formally liquidate, and Chapter 11 bankruptcy allows corporations to continue operating while they work with creditors to reduce their debt.\(^3\)

Past studies suggest that bankruptcies, particularly personal bankruptcies, rise during economic downturns. Using national data, Garrett (2007) found that, compared to nonrecession quarters, personal bankruptcy filing rates are significantly higher during the first quarter of a recession. On the business side, Famiglietti and Leibovici (2020) analyzed firm exit rates during the Great Recession. They found that delinquent firms were significantly more likely to go out of business during that period than firms that were initially in good financial standing.

In this article, we use bankruptcy filing data from the Administrative Office of the U.S. Courts and court-level bankruptcy filing data from the Public Access to Court Electronic Records (PACER) database to investigate both business and personal bankruptcy trends in our district and the nation. We explore how the current crisis has affected the number of bankruptcy filings in the three states of our district. More importantly, we also attempt to predict what will happen in the bankruptcy courts. Economic recovery will be hindered if bankruptcy courts are overwhelmed.

The Data

The data used in this study come from two sources. First, we use monthly bankruptcy filings data provided by the Administrative Office of the U.S. Courts. The data include counts of bankruptcy filings by chapter and are separated into business and nonbusiness (that is, personal) filings.\(^4\) Unfortunately, there is a considerable lag in the data, as they are only updated quarterly. To fill in the gap with more recent figures (in particular, figures for July and August 2020), we tabulated the cases using PACER’s case locator. PACER is a publicly available database comprising detailed records of all cases from federal appellate, district, and bankruptcy courts. The data are updated in real time.

From the database, we extracted the monthly count of filings by chapter and by state. The relevant chapters for this article are 7, 11, and 13. Delaware and New Jersey have only one bankruptcy district court each. Pennsylvania has three (PA-East, PA-Middle, and PA-West), so we aggregated counts from all three courts for the Pennsylvania filing count.

We used past bankruptcy filings data for each chapter and state to estimate the numbers of personal and business filings for the months of July and August, and to match the state data with data from the Administrative Office of the U.S. Courts. Specifically, for Chapter 7 and Chapter 13 filings, we computed the average share of business filings for each state and chapter between 2016 and the second quarter of 2020, and we applied those shares to the total filings extracted from PACER. For example, 3.25 percent of all Chapter 7 filings in Pennsylvania during that period were business filings. Therefore, we estimate that 3.25 percent of Chapter 7 cases in Pennsylvania filed in July and August were for businesses. Since the share of Chapter 11 filings seemed to change over time, we used a simple linear time-series regression to predict the share of business Chapter 11 filings for each state in the months of interest.\(^5\)

It is important to point out that early in the pandemic, COVID-19 seriously disrupted the operations of the bankruptcy courts. For instance, the courthouses in Newark, New Jersey, closed between March 26 and April 6.\(^6\) Also, most courts reduced the public’s physical access to the court and the clerk’s office. Parties could still file electronically, but the reduced court staff couldn’t process electronic filings as quickly as usual. Access to law firms and other related services was also limited during the shutdown.

### Figure 2

Business and Personal Bankruptcy Filings in the Tri-State Area

Except for Chapter 11 business bankruptcies, filings remain below 2019 numbers.

<table>
<thead>
<tr>
<th>Chapter 7</th>
<th>Chapter 11</th>
<th>Chapter 7</th>
<th>Chapter 13</th>
</tr>
</thead>
<tbody>
<tr>
<td>Business</td>
<td>Nonbusiness</td>
<td>Business</td>
<td>Nonbusiness</td>
</tr>
<tr>
<td>200</td>
<td>200</td>
<td>250</td>
<td>250</td>
</tr>
<tr>
<td>150</td>
<td>150</td>
<td>200</td>
<td>200</td>
</tr>
<tr>
<td>100</td>
<td>100</td>
<td>150</td>
<td>150</td>
</tr>
<tr>
<td>50</td>
<td>50</td>
<td>100</td>
<td>100</td>
</tr>
</tbody>
</table>

**Source:** Administrative Office of the U.S. Courts via Haver Analytics, Public Access to Court Electronic Records (PACER).

**Note:** Data through June 2020 from U.S. Courts. Data for July and August 2020 are from PACER with author calculations.
Evidence from the Tri-State Region

We charted the monthly business and nonbusiness filings for the Tri-State region for the first eight months of 2019 and 2020 (Figure 2). We also charted the cumulative business bankruptcy filings as well as the nonbusiness filings for the Tri-State region for the first eight months spanning years 2006 to 2020 (Figure 3). We start at 2006 because of the implementation of the major bankruptcy reform at the end of 2005, which dramatically altered the incentives to file for bankruptcy for both businesses and households.

In the first three months of 2020, close to the same number of businesses in the Tri-State region filed for Chapter 7 (liquidation) than during the same period of 2019, and a bit more filed for Chapter 11 (reorganization). In April, however, while Chapter 7 business filings declined significantly, Chapter 11 filings surged. For the next four months, Chapter 7 filings remained low, and Chapter 11 filings began to decline. Looking at the cumulative bankruptcy filings and comparing them to those in the past (Figure 3), Chapter 7 filings this year have been at levels lower than those in the past 14 years except for 2006. Chapter 11 filings, on the other hand, surpassed all the years except 2009, the trough of the Great Recession. Note that filings in Delaware accounted for most of the Chapter 11 business filings.

Among businesses filing Chapter 11 this year were restaurants and food service firms, including Cosí, Craftwork, Logan’s, and Maines Paper & Food Service, and many health care service firms such as First Harbor Health Management, Mobile Clinic Services, and National Medical Imaging. Trucking and car rental firms also have a significant presence, as do commercial real estate firms.

The pattern for personal bankruptcies in the Third District has been much clearer. For the first two months of 2020, personal bankruptcy filings, Chapters 7 and 13, tracked their 2019 levels. After the pandemic struck in March, strikingly few households filed for either Chapter 7 (liquidation) or Chapter 13 (reorganization) bankruptcies, and the decline in monthly personal bankruptcy filings was particularly severe for Chapter 13 filings. Although the pace of the declines softened in June and July, there was very little uptick in filings of either chapter (Figure 2). Compared to the previous years in addition to 2019 (Figure 3), personal bankruptcy filings have reached historically low levels since the COVID-19 outbreak.

Evidence from the Nation

The story is much the same for the whole country (Figure 4). The year began with Chapter 7 business bankruptcy filings at almost the same level as seen in recent years, but they have since dropped to the lowest level since 2006. Meanwhile, Chapter 11 business bankruptcy filings also started at a level like what we saw in recent years, but they have now exceeded all years except the four during and immediately after the Great Recession, 2009–2012.

According to numbers compiled from BankruptcyData by Fortune, as of June 29, the 10 industries with the most bankruptcy filings in 2020 were restaurant; construction and supplies; real estate; health care and medical; oil and gas; retail; transportation; agriculture, forestry, and fishing; banking and finance; and telecommunications. This is consistent with what we saw in the Tri-State region.

Nonbusiness bankruptcy filings under Chapter 7 are only slightly above year 2006. Nonbusiness bankruptcy filings under Chapter 13 are at the lowest level we have seen in the past two decades.

To summarize, in both the Tri-State area and across the nation, we observe a significant softening in personal bankruptcy filings since COVID-19 broke out, particularly in Chapter 13 bankruptcies. In contrast, business bankruptcy filings softened a great deal under Chapter 7 but surged under Chapter 11.

Not surprisingly, business and household loan default rates differ from bankruptcy rates in much the same way.
Corporate bond defaults rose significantly in April, when globally 25 corporate issuers (those who issued corporate bonds), or 4 percent of the total, defaulted. This was almost 2 percentage points higher than the 2.3 percent corporate default rate we saw in April 2019. Monthly defaults hadn’t been this high since the commodity downturn in May 2016 (Figure 5). And the default rate continued to climb in the following months. Meanwhile, in the leveraged-loan market, the default rate by issuer count reached 3.9 percent in July 2020, the highest it had been since September 2010 (Figure 6). By contrast, in the consumer loan market, delinquency rates on bankcards, auto loans, student loans, and mortgages had all been either stable or, as in the case of student loans, had even declined as of May.

Possible Explanations for the Different Responses
Several factors likely drove this divergence in financial market performance between businesses and consumers, and between different chapters within business and personal bankruptcy filings.

In March, as the pandemic forced states to go into varying degrees of lockdown, causing firms’ revenues to plummet and freezing the financial debt markets that companies tap to raise cash, the government announced a suite of programs to

---

**FIGURE 4**
National Cumulative Bankruptcy Filings
Filings remain far below numbers seen during height of Great Recession. Cumulative number of filings, by chapter and year, 2006–2020

<table>
<thead>
<tr>
<th>Chapter 7 Business</th>
<th>Chapter 11 Business</th>
</tr>
</thead>
<tbody>
<tr>
<td>2020</td>
<td>2019</td>
</tr>
<tr>
<td>2010</td>
<td>2009</td>
</tr>
<tr>
<td>2009</td>
<td>2010</td>
</tr>
<tr>
<td>2019</td>
<td>2020</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Chapter 7 Nonbusiness</th>
<th>Chapter 13 Nonbusiness</th>
</tr>
</thead>
<tbody>
<tr>
<td>2020</td>
<td>2019</td>
</tr>
<tr>
<td>2010</td>
<td>2009</td>
</tr>
<tr>
<td>2009</td>
<td>2010</td>
</tr>
<tr>
<td>2019</td>
<td>2020</td>
</tr>
</tbody>
</table>


Note: Data through June 2020 from U.S. Courts. Data for July and August 2020 are from PACER with author calculations.

**FIGURE 5**
Corporate Bond Default Rates Surge
Monthly defaults haven’t been this high since commodity downturn, May 2016. Number of corporate bond defaults, by month and region, 2020

<table>
<thead>
<tr>
<th>Year-to-date</th>
<th>World</th>
<th>United States</th>
<th>Europe</th>
</tr>
</thead>
<tbody>
<tr>
<td>140</td>
<td>30</td>
<td>15</td>
<td>0</td>
</tr>
<tr>
<td>99</td>
<td>25</td>
<td>10</td>
<td>5</td>
</tr>
<tr>
<td>15</td>
<td>20</td>
<td>10</td>
<td>5</td>
</tr>
</tbody>
</table>


**FIGURE 6**
U.S. Leveraged Loan Default Rate
Defaults surge past 2016 peak. Percent of loans in default, July 2015 through July 2020

Source: LCD Distressed Weekly, an offering of S&P Global Market Intelligence; S&P/LSTA Leveraged Loan Index.
help businesses and corporations. One program, the Paycheck Protection Program (PPP) for small businesses, extended loans to companies employing up to 500 people, with some exceptions. The loans are forgivable if those businesses meet program criteria, which require them to retain workers.

By buying newly issued corporate bonds, the Main Street Program (MSP), the Fed’s main big-company relief initiative, offers loans to companies with up to 15,000 employees or $5 billion in revenues. The Main Street Program is restricted to firms with highly rated debt, or those that have been downgraded only since the coronavirus crisis began.

By design, the PPP targeted almost all small businesses, and the eligibility requirement didn’t depend on past business performance. The MSP, by comparison, prioritized getting help to businesses that came into the coronavirus crisis in good health. Those businesses that came into the pandemic already weak ended up in bankruptcy faster than they would have had it not been for the pandemic.

This difference alone would have led to fewer business filings under Chapter 7 than under Chapter 11, as small businesses typically file under Chapter 7. Another factor possibly explaining why business filings surged under Chapter 11 but softened under Chapter 7 is that while Chapter 11 historically has proven more useful to large businesses, changes in the federal law since the COVID-19 outbreak have made it a better option for small businesses, too. A standard filing under Chapter 11 requires a reorganization plan, which is confirmed by the court if enough creditors accept it. The seven largest unsecured creditors of the business form a creditor committee to help develop the reorganization plan. The creditor committee process can become costly, since it may involve retaining attorneys and experts to investigate the business. Those costs make it unattractive to many small-business owners. The Coronavirus Aid, Relief, and Economic Security (CARES) Act expanded the range of Subchapter V of Chapter 11 (which eliminates the credit committee requirement and allows a bankruptcy trustee to monitor the debtor’s payments) to cover more small businesses. Through March 26, 2021, a business qualifies for Subchapter V if it has up to $7.5 million in noncontingent liquidated and unsecured debt.

Like the PPP, the various welfare programs for households directly targeted all those in need, with little regard for their financial position before the crisis. The CARES Act gave Americans who paid taxes and whose income fell below $75,000 for single filers and $150,000 for married filers a one-time direct deposit of up to $1,200; married couples received $2,400, plus an additional $500 per child. The act also offered workers who lost their jobs or were furloughed an additional $600 per week for four months on top of what state unemployment insurance programs paid, and it applied to the self-employed, independent contractors, and gig economy workers in addition to employees. As a result of these programs, despite unemployment and the crisis, personal income has increased during the pandemic.\footnote{This difference alone would have led to fewer business filings under Chapter 7 than under Chapter 11, as small businesses typically file under Chapter 7. Another factor possibly explaining why business filings surged under Chapter 11 but softened under Chapter 7 is that while Chapter 11 historically has proven more useful to large businesses, changes in the federal law since the COVID-19 outbreak have made it a better option for small businesses, too. A standard filing under Chapter 11 requires a reorganization plan, which is confirmed by the court if enough creditors accept it. The seven largest unsecured creditors of the business form a creditor committee to help develop the reorganization plan. The creditor committee process can become costly, since it may involve retaining attorneys and experts to investigate the business. Those costs make it unattractive to many small-business owners. The Coronavirus Aid, Relief, and Economic Security (CARES) Act expanded the range of Subchapter V of Chapter 11 (which eliminates the credit committee requirement and allows a bankruptcy trustee to monitor the debtor’s payments) to cover more small businesses. Through March 26, 2021, a business qualifies for Subchapter V if it has up to $7.5 million in noncontingent liquidated and unsecured debt.}

Additionally, under the CARES Act, lenders holding federally backed mortgages suspended borrowers’ payments for up to 12 months if they had lost income because of COVID-19; foreclosure and foreclosure-related eviction action was suspended in many states; and federal student loan borrowers did not have to make payments for six months. During that time, federal student loan interest rates were set at 0 percent.\footnote{Like the PPP, the various welfare programs for households directly targeted all those in need, with little regard for their financial position before the crisis. The CARES Act gave Americans who paid taxes and whose income fell below $75,000 for single filers and $150,000 for married filers a one-time direct deposit of up to $1,200; married couples received $2,400, plus an additional $500 per child. The act also offered workers who lost their jobs or were furloughed an additional $600 per week for four months on top of what state unemployment insurance programs paid, and it applied to the self-employed, independent contractors, and gig economy workers in addition to employees. As a result of these programs, despite unemployment and the crisis, personal income has increased during the pandemic.}

One immediate implication of these welfare programs is that the share of household loans in nonpayment status could have gone up significantly without impacting the delinquency rates. Under the CARES Act, if a consumer requests a deferral and the creditor agrees, the delinquency status on the account can’t get worse. That is, if the account is current, it stays current. If it is 30 days past due before it, stays 30 days past due. Using data from the FRBNY Consumer Credit Panel/Equifax, we calculate forbearance rates for different household debt, including inferred forbearance (Figure 7).\footnote{One immediate implication of these welfare programs is that the share of household loans in nonpayment status could have gone up significantly without impacting the delinquency rates. Under the CARES Act, if a consumer requests a deferral and the creditor agrees, the delinquency status on the account can’t get worse. That is, if the account is current, it stays current. If it is 30 days past due before it, stays 30 days past due. Using data from the FRBNY Consumer Credit Panel/Equifax, we calculate forbearance rates for different household debt, including inferred forbearance (Figure 7).} We see that the calculated forbearance rates shot up for all three categories of consumer loans in April, May, and June. Put differently, had it not been for the welfare programs, the loan delinquency rates may have gone up significantly.

---

**FIGURE 7**

**Household Debt Forbearance Rates Surge**

Percent of debt in forbearance, by category, December 2018 through June 2020.

<table>
<thead>
<tr>
<th>Auto</th>
<th>Mortgage</th>
<th>Home Equity Line of Credit</th>
</tr>
</thead>
<tbody>
<tr>
<td>%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>8%</td>
<td>8%</td>
<td>8%</td>
</tr>
<tr>
<td>6%</td>
<td>6%</td>
<td>6%</td>
</tr>
<tr>
<td>4%</td>
<td>4%</td>
<td>4%</td>
</tr>
<tr>
<td>2%</td>
<td>2%</td>
<td>2%</td>
</tr>
<tr>
<td>0%</td>
<td>0%</td>
<td>0%</td>
</tr>
</tbody>
</table>

**Note:** Loans in forbearance are loans coded as “natural disaster” or “forbearance,” including deferred and inferred forbearance.
High delinquency rates, however, may not necessarily lead to high bankruptcy filing rates, particularly for households, as we explain below.

Besides the differences in welfare programs, another key practical difference between individuals and corporations that could influence bankruptcy filing rates is that corporations can close—that is, they can exit the economy. This means that uncertainties affect individuals and corporations differently. Rational borrowers may anticipate more debt accumulation and, hence, are waiting for the “right” time to file for bankruptcy, as there is a required time length between two consecutive bankruptcy filings. For corporations, the calculation likely goes the opposite way. If a business (and its lenders) decides that it won’t be able to survive, even after reopening, then it may choose to file for bankruptcy now rather than later.

Additionally, lenders of consumer loans typically do not send their debts to collection agencies until households are already delinquent for 90 days or even 120 days. This is likely not the case with corporations, especially when a large amount of debt is involved.

Finally, individuals may have been too busy dealing with illness and covering basic needs to worry about their financial well-being, especially early in the pandemic.

What to Expect Going Forward

Uncertainty is the biggest challenge posed by the COVID-19 pandemic. We do not yet know when an effective vaccine will become available, whether the virus will mutate into something weaker or stronger, or even whether those who have recovered from COVID-19 will be susceptible to the virus again. These unknowns make policymaking extremely difficult.

Although some parts of the economy were starting to reopen by late spring, most businesses were ordered to remain closed. Even the businesses that had reopened had significant restrictions on their operations. For example, in August 2020 indoor dining for restaurants was still prohibited in New Jersey and Philadelphia, while Pennsylvania outside of Philadelphia and Delaware had a capacity limit of 25 percent and 60 percent, respectively. There is also significant uncertainty regarding how consumers will behave after shutdown orders are lifted. Social activities declined even prior to state-mandated orders,7 suggesting that changed behavior predated shutdown orders. For example, daily data from OpenTable, a popular website used to make online reservations for dining, show that the number of seated diners in the first two weeks of August 2020 in the U.S. was approximately 55 percent below the same week in 2019.8 Even at the state level, dining reservations in most states, with the exception of Rhode Island, were significantly down compared to 12 months ago.

All the original consumer welfare programs are expected to expire in the fall, with the replacement programs either currently being discussed by policymakers or set to expire at the end of the year. The additional unemployment payments lasted only four months and were terminated at the end of July. The executive order signed on August 8 replaced it; however, the new benefits are smaller,9 and the funding could run out more quickly.10 The relief for student loan payments expires at the end of December.

The relief on mortgage loans will last at best to early next year. We may yet see a significant increase in delinquencies and then bankruptcy filings among businesses and perhaps even more so among households.

Should that happen, will the bankruptcy courts have the capacity to provide timely debt relief to businesses as well as households in need? According to recent research by Iverson et al. (2020) and Iverson et al. (forthcoming), there is likely to be severe court congestion in some parts of the country. These researchers first mapped the relationship between the number of bankruptcy cases per unit of unemployment and the caseload per judge. Then they asked, if every district experienced 15 percent unemployment in the second quarter of 2020 (the nationwide unemployment rate was 14.7 percent in April and 13.3 percent in May), what would the expected caseload be in each district? How many judges would be needed in each district to keep caseloads under 50 hours per week? According to their calculations, even in the most optimistic scenario, in which the large number of unemployed who believe that they are only temporarily furloughed will be back to work, the bankruptcy system will still need 50 additional temporary bankruptcy judgeships, as well as the continuation of all current temporary judgeships.21,22

The most-affected workers so far have been low-wage service workers.23 For these low-income workers, bankruptcy may not be the optimal solution to their debt problem, as they likely have few assets and perhaps low credit scores. Moreover, bankruptcy filing fees and attorney fees can add up fast, so these workers may opt for informal bankruptcy. Although they will show up in delinquency numbers, they might not show up in bankruptcy filings.

Some Final Thoughts

Bankruptcy can be costly and, in some cases, inappropriate, but it has its benefits, such as the reorganization and discharge of debts. Not surprisingly, business bankruptcy filings, particularly under Chapter 11, have begun to tick up.

However, we have yet to see an increase in personal filings. Given the past data and the current economic conditions, we interpret this as a lagged reaction rather than the lack of a response from borrowers. As many of the original government welfare programs are set to expire by the end of the summer with either no replacement or reduced benefits, we expect personal bankruptcy filings to increase in the coming months. Similarly, we also expect corporate bankruptcy filings to increase as consumers may be slow to resume their activities even after the shutdown orders are lifted.

Additional government assistance to both firms and consumers may be required to avoid a surge in bankruptcy filings. This is particularly important as the business bankruptcy system normally is supposed to separate inefficient from efficient firms and shut down only the former. But in the current environment, a firm can be in distress without being inefficient, so we want the bankruptcy courts to save most firms, at least temporarily.24
Notes
1 According to the Centers for Disease Control and Prevention, close to 24,000 people had died of the virus in the Third District states (Delaware, New Jersey, and Pennsylvania) by August 18, 2020.

2 Restrictions began on March 24 in Delaware, March 21 in New Jersey, and March 19 in Pennsylvania.

3 Other types of bankruptcy include Chapter 12 for farming or commercial fishing businesses and Chapter 15 for foreign debtors or related parties.

4 Filings are defined as business filings if the debtor is a corporation or partnership, or if debt related to the operation of a business predominates. All other filings are considered nonbusiness filings.

5 Separately, we tried a method of separating business and individual filings using the name of the debtor, for instance, defining cases with debtor names including “Inc.” as business cases. However, that calculation significantly undercounts business filings, as it does not account for cases where an individual filer owns a small business that accounts for the majority of their debt.

6 A district court can have several courthouses or seats. In the case of New Jersey, there are courthouses in Camden, Newark, and Trenton.

7 The Bankruptcy Abuse Prevention and Consumer Protection Act of 2005 went into effect on October 17, 2005.

8 Delaware has favorable corporate taxes and regulations, which incentivize many corporations to headquarter there.

9 See Shen (2020).

10 Data for performance of small-business loans are not yet available.

11 See the Default Reports issued on August 10, 2020, by Moody’s Investors Service.

12 An issuer is a legal entity that develops, registers, and sells securities to finance its operations. Issuers may be corporations, investment trusts, or domestic or foreign governments. See the LCD Distressed Weekly published in August 2020 by S&P Global Market Intelligence.

13 See the U.S. National Consumer Credit Trends Report: Portfolio issued on May 18, 2020, by the credit bureau Equifax. See also Haughwout et al. (2020).

14 See Bureau of Economic Analysis (July 31, 2020).

15 Undocumented workers didn’t get either type of aid, and they are much more financially distressed. But they tend to have little access to credit and are less likely to file for bankruptcy.

16 Inferred forbearance are loans determined to be in forbearance based on payment amounts but not coded as forbearance in the narrative code. For April, this means zero payment that month and greater than zero payment the prior month. For May, zero payment in April and May, and payment greater than zero in a prior month. We also include in this category the following narrative codes: 162 (Principal Deferred) and 163 (Payment Deferred). We thank José Canals-Cerdá, Gerald Rama, and Erik Dolson for the graphic.

17 See Farboodi, Jarosch, and Shimer (2020).

18 See OpenTable (2020).

19 The new benefits are $300 covered by the federal government, plus an additional $100 if the state government opts in.

20 The benefits are available until December 27, 2020, or until $44 billion from the Federal Emergency Management Agency’s Disaster Relief Fund runs out.

21 Many scholars have written to Congress calling for more bankruptcy judges for both corporate and individual bankruptcies. See Randles (2020).

22 Since the forecast, though unemployment rates have fallen a bit, there is a corresponding increase in the share of currently unemployed workers who report that their unemployment is permanent. As a result, even with updated numbers, the forecast would suggest a large need for additional bankruptcy judges.

23 For example, the net month-over-month growth rate of payroll employment in the leisure and hospitality sector between March and April was −46.7 percent, while the overall growth rate for all private sectors was −15.1 percent. The sharp decline is even more apparent when compared to some high-wage sectors: finance (−3 percent), information (−8.8 percent), and professional and business services (−9.9 percent).
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Travel Behavior and the Coronavirus Outbreak

Cellphone location data open a window into Americans’ changing travel patterns, and how well they slowed the spread of COVID-19.

BY JEFFREY BRINKMAN AND KYLE MANGUM

As COVID-19 swept the nation, policymakers sought to limit its spread by restricting mobility. State and local governments issued stay-at-home orders, closed nonessential businesses, and limited mass gatherings. How effective were these policies at limiting mobility and, by extension, slowing the spread of the virus? To find out, we examined the aggregate movement of cellphones over the course of the outbreak. We then analyzed how travel patterns changed in terms of both how much and where people traveled.

Unsurprisingly, overall travel declined significantly as the number of cases grew. By comparing counties, we found that overall travel declined in response not just to government orders but also to the number of cases locally and in nearby counties. Moreover, people’s travel patterns changed in ways that limited their exposure. They reduced mobility overall as cases rose locally, but they also traveled less to locations with a high number of cases. Our measures indicate that this limited people’s overall exposure and reduced the spread of the coronavirus. We conclude that providing clear and timely information about the geography of the outbreak should be a policy priority.

Using Cellphone Data to Measure Changes in Mobility

Mobility declined significantly with the onset of the pandemic in the U.S. To analyze this decline, we relied on county-level location exposure (LEX) indices. These indices are constructed by calculating the percentage of cellphones in a county on a particular day that were in another county in the previous two weeks. These data measure the connectedness of counties by describing a network of bilateral travel flows between all U.S. counties.

For example, on Wednesday, February 8—several weeks before cases spiked in the U.S.—over 90 percent of phones in Philadelphia had also been in the city in the previous two weeks (Figure 1, top panel). Forty-three percent of phones located in Philadelphia on that day had also been in Montgomery County, a suburb to the immediate northwest of Philadelphia, at some point in the previous two weeks.

By Wednesday, April 8, the LEX data had changed (Figure 1, bottom panel). Phones located in Philadelphia on April 8 were much less likely to have been in other counties in the previous two weeks. Montgomery County saw the largest decline: 10 percentage points, from 43 percent to 33 percent. This represents a 23 percent decline in travel between these two counties.
Predicting Declining Mobility

Coronavirus cases rose rapidly in the U.S. beginning in early March, but the severity of the outbreak varied by location. Of the central counties of five large metro areas (New York, Los Angeles, Chicago, Houston, and Philadelphia), New York experienced by far the most severe coronavirus outbreak.3

There were also clear differences in the timing of the outbreak across counties. In New York City’s five counties there were 100 total cases on March 13, while Harris County (home of Houston, Texas) did not reach that threshold until March 24.

To further investigate how travel behavior changed after the onset of the pandemic, we used the LEX data to construct a county-level measure that captures how much people travel into and out of a county. Specifically, we counted the total number of cellphones located in a county on a particular day that were also located in a different county in the previous two weeks.

We plotted this measure of mobility as a seven-day moving average for the same central counties, indexed to the average over the last two weeks of January (Figure 2). The index declined in all counties with the onset of the pandemic. Notably, the timing and magnitude of the decline varied by county. For example, mobility in New York, where the outbreak was especially pronounced, had declined sharply by mid-March. Houston’s decline in mobility was later and less pronounced. In both counties, the decline in mobility corresponded with the increase in coronavirus cases locally.

We tested the correlations between changes in mobility and the number of observed new cases over the previous two weeks using the data for more than 2,000 U.S. counties.4 We also accounted for government orders that limited gatherings, closed businesses, or required people to stay home. We found that people did limit mobility in response to government orders, but the prevalence of cases independently explains much of the observed mobility reduction. Failure to account for this behavioral response overestimates the effectiveness of government orders.

Mobility, Exposure, and Travel Behavior

Overall travel declined, but did people also change where they travelled to? If the goal of reduced mobility is to reduce exposure to the virus, policymakers would want people to travel less but also to avoid locations with a high number of cases.

To study exposure, we measured how many people in each county traveled to other counties where there were already confirmed cases. Specifically, for each county we multiplied the number of cellphones that appeared in another county in the previous two weeks by the number of cases in that county. We then summed across all destination counties to calculate an exposure measure. This exposure measure will decline if people travel less, but also if they avoid counties with a high number of virus cases.

Figure 3 shows an example of this exposure measure for the Philadelphia metropolitan area.5 The actual exposure measure is plotted in burgundy. By “exposure” we mean contact with counties outside of Philadelphia. It starts at zero before cases appear and gradually rises throughout the sample, despite the decline in travel.

We then computed what the exposure would have been had travel behavior remained unchanged during the outbreak. First, the blue line shows what the exposure would have been had people...
not changed their travel behavior at all. This assumes that people continued to travel as they did before March 1, even as the number of coronavirus cases rose. This counterfactual suggests that the exposure measure would have been twice as high on May 1 had there been no change in mobility.

The second counterfactual, plotted in pink, shows what the exposure measure would have been if people reduced travel overall but did not change the locations they traveled to. In other words, we assume that total travel to other counties was reduced, but the share of travel to each county did not change. In this case, exposure declined, but not to the extent actually observed. This is evidence that people avoided locations where cases had grown, and this significantly reduced overall exposure.

Exposure and Case Growth
How did the reduction in mobility and exposure affect the spread of the coronavirus? It can be difficult for policymakers to answer this important question because of reverse causality: A decline in mobility can cause a reduction in the spread of the virus, but the spread of the virus can also cause a reduction in mobility.

To resolve this dilemma, we disentangled these effects by separately using as explanatory variables a measure of generic mobility and a measure of virus exposure. The former varies with the level of travel while the latter varies with travel to destinations with relatively higher case counts. We found that mobility alone—that is, detached from destination case counts—is not correlated with the spread of the virus. When we used our measure of case exposure—that is, mobility to areas with more cases—we found a positive correlation between exposure and new cases. We estimate that a 1 percent increase in the exposure measure is associated with a 0.1 to 0.2 percent increase in new daily cases. In other words, movement between counties increased the spread of the coronavirus. However, reductions in mobility likely resulted in significantly slower spread, given that overall exposure in the U.S. at the end of April was half as high as it would have been if people hadn’t traveled less often to locations with fewer cases.

Conclusion
Travel patterns changed in the U.S. during the coronavirus outbreak. People adjusted their travel patterns based on available information about the number of cases locally. Not only did people reduce overall travel but they avoided locations with a prevalence of cases. This significantly decreased exposure to and, in turn, reduced the spread of the virus.

If travel outside of localities affects the spread of the virus, and if travel patterns change in response to outbreaks, there are two related implications for policymakers. First, accurate and timely information about cases and deaths should be a priority. Second, multiregional coordination and information sharing could be important policy tools in the fight against the coronavirus.
Our Methodology

For each home county, we calculate the total number of cellphones that appear in that county on a given day and also appeared in another county in the previous two weeks. We denote this value as the number of trips.

To construct an exposure measure, we multiply the number of trips to a location \( N_d \) by the number of cases in that location \( C_d \) on each day. We then sum the resulting products across all destination counties. In other words, this exposure measure, which is plotted in burgundy in Figure 3, is calculated by

\[
\text{exposure} = \sum_d N_d \times C_d
\]

Our first counterfactual uses the same county case data but fixes the trips at pre-COVID-19 levels. In other words, we assume that travel behavior does not change at all (remaining at a fixed, prepandemic value of \( N_d \)), but we let cases evolve as they actually did in the data. This is the blue line in Figure 3.

Next, we decompose the trip data to better understand how travel behavior changed. The total trips to a destination from a home county is by definition the total number of trips from a home county to any location \( N \) multiplied by the fraction of total trips to that destination \( F_d \). This decomposition can be written as

\[
N_d = N \times F_d
\]

By decomposing the trips in this way, we can calculate the exposure measure while assuming that the total number of trips declined as in the data (that is, \( N \) declines), but that the fraction of trips to each destination remained the same as during the preperiod (that is, \( F_d \) is fixed). This is the counterfactual exposure measure plotted in pink in Figure 3.

Notes

1 These indices were created by Couture et al. (2020), derived from anonymized, aggregated smartphone movement data provided by PlaceIQ. The LEX data and a more detailed description can be found at https://github.com/COVIDExposureIndices.

2 More precisely, the data measure whether a cellphone pings in a county. Pings occur for a variety of reasons, including when a phone is turned on or is moved into the range of a different cell tower.

3 Data from the COVID-19 Dashboard by the Center for Systems Science and Engineering (CSSE) at Johns Hopkins University, https://systems.jhu.edu/. The authors downloaded the data from https://github.com/CSSEGISandData. Data visualizations can be found at https://coronavirus.jhu.edu/.

4 The correlations are apparent when measuring new cases in a variety of time windows, ranging from one- or two-week lags to the cumulative count from the start of the outbreak.

5 We calculate a weighted average of the exposure measure for all counties in the Philadelphia metropolitan area.

6 In our 2020 working paper, we also employed an instrumental variable strategy using government shutdown orders to estimate the causal effect of exposure on new cases and we found similar results.

7 Note that these estimates are based on a direct effect on new daily cases early in the pandemic and not a complete model of long-run transmission of the disease. In our 2020 working paper we used a simple model of disease transmission based on these estimates to understand how the disease may have spread differently under counterfactual mobility scenarios.
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Banking Trends

Why Don’t Philly Banks Make More Local CRE Loans?

Nationally, local banks do a large share of commercial real estate lending, but this isn’t true in Philadelphia. We take a trip through the geography, history, and data of this unusual banking market.

BY JAMES DISALVO

Between 2011 and 2017, the Philadelphia area experienced a commercial real estate (CRE) boom. New construction, rehabbing, and sales of existing properties were all at high levels. Where did the funding for all of these projects come from?

Throughout the nation, banks are by far the largest CRE lenders, and small banks capture a large share of this lending. Relative to large banks, small banks excel in local knowledge and local relationships, giving them a comparative advantage in making these loans.

However, using data from Real Capital Analytics, I found that local banks originate a surprisingly small share of CRE loans in the Philadelphia market. To find out why, I examined the types of banks making these loans.

Small Banks Are Strong Competitors in CRE Lending Nationwide

Along with small-business loans, CRE loans are the bread and butter of small banks. Nationwide, small banks (those with less than $10 billion in assets) are the largest holders of CRE loans. They hold over 40 percent of CRE loans made by banks, even though they hold less than 15 percent of total assets (Figure 1). CRE loans are one of the few remaining areas in which small banks enjoy a competitive advantage over medium-sized and large banks, according to banking analysts.

There are several reasons why small banks have an advantage in CRE lending. First, small banks draw the vast majority of their customers from the area around their headquarters. That means they are likely very knowledgeable about market conditions, including areas with under- or overvalued properties, areas likely to have neighborhood opposition to a project, and the best and worst developers.

Their proximity to the market may be important in other ways as well. Local lenders can better monitor a project by visiting the site, and they can schedule meetings with the developer to discuss problems that might arise. They may also be better connected to relevant local parties, including developers, investors, contractors, labor leaders, and politicians. For example, members
loans represent just over 30 percent of their total assets in aggregate (Figure 2). This compares with about 5 percent for the largest banks. In Philadelphia, CRE loans represent only a slightly smaller share of assets—a little over 27 percent. And yet, local banks are only minor players in the Philadelphia CRE lending market.

Of Philadelphia’s City Council can use their prerogative to hold up projects in their own elective districts. Understandably, developers and lenders benefit from cultivating relationships with these local politicians.

Bank balance sheets provide direct evidence of small banks’ comparative advantage in CRE lending. Nationally, CRE loans held by the smallest banks (those under $10 billion in assets) have been increasing, while the largest banks have been reducing their CRE lending. This is evident in Figure 1, which shows the percentage of CRE loans and assets held by banks of different sizes over the period 2011-2017. Small banks have a competitive advantage in CRE lending, particularly in the smaller categories of assets.

Who Does CRE Lending in Philadelphia?

As in most of the nation, banks and other depository institutions are by far the largest CRE lenders in the Philadelphia market. Between 2011 and 2017, they made about 81 percent of the number of loans and about 72 percent of the dollar value of loans (Figure 3).

Depository institutions dominated not just overall lending but also every category of CRE lending. Banks’ closest competition came from nonbank financial firms, but only for loans secured by apartment buildings and possibly office buildings. All of the other operators—insurance companies, government and quasi-government agencies, and private lenders—are at best fringe competitors.

Because banks have such a dominant market share, and because I have accurate data on the locations of their headquarters and branches as well as their size, I limit my analysis to the activities of banks and other depository institutions, which I refer to as banks.

Local banks (that is, banks headquartered in the Philadelphia market) capture only a small share of Philadelphia CRE loans (Figure 4). The data show that Philadelphia-area banks originate about 22 percent of the number and about 10 percent of the dollar value of loans in this market.

FIGURE 1
Nationally, Small Banks Are Largest Holders of CRE Loans
They hold a competitive advantage when it comes to these loans.
Percent of all CRE loans nationwide; percent of all CRE assets nationwide; bars, 2017; lines, 2011–2017

FIGURE 2
Bank Balance Sheets Show Small Banks’ Competitive Advantage
By 2017, CRE loans represented over 30 percent of their total assets.
Percent of total assets nationwide, 2011–2017

FIGURE 3
Depository Institutions Are Largest CRE Lenders in Philadelphia Market
They dominate in both volume and value of CRE loans.
Number of and value of CRE loans by category of lender, Philadelphia lending market, 2011–2017

Source: FFIEC Call Reports and Federal Reserve FRY-9C.

Note: Philadelphia lending market comprises Burlington, Camden, Cumberland, Gloucester, Mercer, and Salem counties in New Jersey, and Bucks, Chester, Delaware, Montgomery, and Philadelphia counties in Pennsylvania.
market. In part, this finding probably reflects data limitations; most notably, the data cover only transactions where the sale price was over $1 million. Local banks likely have a larger share of smaller CRE loans. Regardless, the question remains: Who is making these larger loans? And why don’t standard theories about local lenders’ comparative advantage apply in Philadelphia?²⁵

**Philadelphia-Market Banks Are Small**

Local Philadelphia banks are quite small compared with banks nationally.⁶ As of year-end 2017, banking organizations headquartered in the Philadelphia area had average total assets of $915.4 million. The mean size for banking organizations in the nation was $3.8 billion. The largest bank in the Philadelphia area had $5.8 billion in total assets, and the last large bank to be headquartered here, CoreStates Financial, was acquired by First Union Corporation (a North Carolina bank, now part of Wells Fargo) in 1998.⁷ Maybe local banks are just too small to originate many large loans.

Some evidence suggests that, even among nonlocal lenders, bank size plays a significant role in local CRE lending. In Philadelphia, large banks supply about 49 percent of the number and about 72 percent of the dollar value of loans made by nonlocal lenders (Figure 5, top two bars).⁸ Furthermore, putting loan size into quartiles shows that large banks have a commanding share of both the number and the value of the largest quartile (Figure 6). So the lack of many large local banks in Philadelphia partly explains why so many CRE loans are made by nonlocal banks.

But bank size is not the whole story. These same data indicate that, although large, nonlocal banks do make the largest loans, many nonlocal lenders in the Philadelphia market are not large. As Figure 5 shows, in Philadelphia only a little less than half of the loans (by number) are made by large nonlocal banks.

Conversely, large nonlocal banks do compete successfully against local banks even for smaller loans. About one-third of both the number and the value of the lowest quartile of loans—presumably loans that could have been made by local banks—are made by large organizations (Figure 6).

Although structural issues such as bank size are important, something more than size explains why local banks have such a small share of the local market.

**The Philadelphia Banking Market Is Close to Other Large Banking Markets**

One unique feature of Philadelphia is its proximity to active banking markets in New York, northern New Jersey, and Delaware.⁹ Lenders from these areas account for about 56 percent of the number and 57 percent of the dollar value of loans made by nonlocal lenders in the Philadelphia market (Figure 5, middle two bars). Unlike urban areas in most of the rest of the country, Philadelphia’s neighboring cities are close and easily accessible in either direction. New York City is about a 90-minute drive from Philadelphia, and there are numerous links by train and bus. Northern New Jersey has the same train and bus links, and it is even closer by car. Wilmington, Delaware, is about a 40-minute drive from central Philadelphia, and it is accessible by both Amtrak and local public transportation.

These distances may be longer than the typical distance between a small bank borrower and a lender, but they are close enough for a loan officer to schedule a morning site visit or meeting with the property developer and be back in their office by early afternoon.¹⁰ Also, these distances may be even shorter than they appear because a substantial share of the loans are made by banks with a branch presence in the Philadelphia market.

**A Local Branch May Substitute for a Local Headquarters**

Many nonlocal banks maintain branches in the Philadelphia market. Having a local branch may be a good substitute for being headquartered in the area. Branch employees, such as the branch manager and lending staff, can cultivate relationships and develop specialized local knowledge, much like locally headquartered banks.

In addition, many local branches were acquired as a result of mergers; in those cases, the relationship was already in place.
A Note on the Data

Most of the data used in this paper were supplied by Real Capital Analytics. RCA collects data on commercial real estate transactions where the amount lent is at least $1 million. To identify lenders, I used my local knowledge of the Philadelphia banking market to get an accurate measure of the loans originated by locally headquartered banks in the data set. Some transactions involved multiple loans on multiple properties; some even involved multiple lenders. If the deal involved multiple lenders, I dropped it from the data because I was unable to determine the lead lender. I counted as one loan those deals involving the same lender but multiple loans. I analyzed only property sales.

Although this data give an accurate picture of the CRE lending market in Philadelphia, RCA’s data set excludes loans smaller than $1 million, which may still be too high for some small banks. I suspect that local banks have a stronger presence in the market for small CRE loans.

How much of the CRE lending in the market is accounted for by RCA? I got a rough estimate of the data coverage, at least among local lenders. I took the local lenders that appear in the RCA data set in any year and looked at their CRE loans outstanding, taken from the Reports of Condition. I then compared those outstanding loans to total CRE loans for all banks headquartered in the market. There is no simple mapping of loan originations to outstanding loans on bank balance sheets, but this exercise provides some evidence about the share of bank CRE lending that is captured by RCA.

I found that I captured about 71 percent of local CRE loans on bank balance sheets between 2012 and 2016. I then compared the banks included in the RCA sample with those excluded from the sample. There was a difference between their average sizes—$1.9 billion and $342.6 million in assets, respectively, as of year-end 2017. There was also a substantial difference in the percent of their assets in CRE loans. In-sample banks had on average 36.8 percent of their assets as CRE loans, compared with 18.2 percent for out-of-sample banks, including a number of banks with no CRE lending at all. RCA is capturing loans made by local banks that are more active in the CRE market.

FIGURE 7
A Local Branch or a Location in a Nearby State Helps Nonlocal Banks Compete

Number and value of CRE loans in Philadelphia lending market, by lender category, 2017
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Source: Real Capital Analytics, Inc. https://www.rcanalytics.com/
suggest that a nonlocal branch may be a substitute for having a local headquarters.

If we view all banks in nearby regions or with local branches as having a Philly presence, we account for 83 percent of the volume and 79 percent of the dollar value of all loans not made by local banks. One reason for the large shares of both adjacent-area banks and banks with local branches is that the states in the area were early adopters of liberal branching and interstate banking laws.

What Does All of This Tell Us About CRE Lending in Philadelphia?

Figure 7 summarizes the structure of CRE lending in Philadelphia.

First, locally headquartered institutions play a relatively minor role in the market.

Second, one important reason for this is that these institutions are relatively small: Large nonlocal banks account for 73 percent of the total value of loans not made by local banks, and they dominate the market for larger loans.

Third, having a branch in the Philadelphia market appears to be an acceptable substitute for having a local headquarters, and institutions that have branches here account for the bulk of nonlocal lending.

Fourth, proximity to the market is also important, with or without a local branch. Institutions from Delaware, northern New Jersey, and New York City and its environs account for a substantial part of the rest of the market.

A history of relatively liberal intrastate and interstate banking laws is a strong contributing factor to both the small size of Philadelphia banks and the strength in the local CRE market of banks from outside the Philadelphia market.

Finally, loans made by banks without local branches tend to be much larger. For these loans, the relationship benefits of proximity may be less important than other competitive advantages—for example, the ability to line up a syndicate of lenders to finance shares of the loan or the capacity to securitize the loan.

Intrastate and Interstate Banking in and Near Philadelphia

In 1994 Congress passed the Riegle-Neal Interstate Banking and Branching Efficiency Act (IBBEA), allowing banks to merge and branch across state lines. The law went into effect in 1997. However, even before the IBBEA, many states were already permitting some form of interstate banking, most commonly through reciprocity agreements, whereby two states would agree to allow their banks to merge across state lines. These agreements were usually regional, focusing, for example, on New England or the Southeast.

In much of the nation, and until the 1980s, states imposed restrictions on banks’ ability to compete in markets within the state but outside their local market—so-called intrastate banking restrictions. All of the states in the tristate region have a history of relatively liberal intrastate and interstate banking laws.

Delaware, with only three counties, adopted statewide branching in 1921 and never limited multibank holding companies. It was also an early adopter of interstate banking, albeit in an unusual way. In 1981 Delaware allowed out-of-state bank holding companies (BHCs) to set up de novo, limited-purpose banking subsidiaries. However, these subsidiaries were prohibited from competing with Delaware banks. In practice, three kinds of institutions were established: credit card banks (which offered only credit card loans and large certificates of deposit), wholesale banks (which catered only to large corporate customers), and back office operations (which operated usually in tandem with a credit card or wholesale operation). In 1988 Delaware allowed BHCs headquartered in the District of Columbia, Maryland, New Jersey, Ohio, and Pennsylvania to acquire existing Delaware banks on a reciprocal basis. In 1990 this law was expanded to include the entire country. Then in 1995 the reciprocity requirement was dropped.

New Jersey gradually adopted statewide branching throughout the 1970s, removing the last restrictions in 1983. By then it was moot, as multibank holding companies were permitted beginning in 1968.

New Jersey went the reciprocity route with interstate banking. In 1986 New Jersey allowed reciprocal acquisitions with Delaware, Illinois, Indiana, Kentucky, Maryland, Michigan, Missouri, Ohio, Pennsylvania, Tennessee, Virginia, West Virginia, Wisconsin, and the District of Columbia. In 1988 it instituted national reciprocity, which was dropped after the IBBEA was passed.


Pennsylvania was the most restrictive of the three states, although it was still fairly liberal relative to many states. Until 1982, branching and merging were restricted to banks in contiguous counties. In 1982 this was changed to bicontiguous counties, that is, two counties away from a bank’s headquarters county. Not until 1990 was this changed to full statewide branching. Likewise, multibank holding companies were prohibited until 1982, after which BHCs were allowed to own up to four banks. This was expanded to eight banks in 1986, and the limit was dropped in 1990.

On interstate banking, Pennsylvania adopted a reciprocal law in 1986 allowing acquisitions with banks in Delaware, Kentucky, Maryland, New Jersey, Ohio, Virginia, West Virginia, and the District of Columbia. This was changed to national reciprocity in 1990, and then full nationwide banking in 1995.
Notes
1. Here, small banks are organizations (either stand-alone banks or bank financial holding companies [FHCs]) with less than $10 billion in assets in 2010 dollars; medium-sized banks are those with total assets between $10 and $50 billion; and large organizations are those with total assets greater than $50 billion, plus several large foreign-based banks whose U.S. presence may be relatively small.

2. See DiSalvo and Johnston (2016).

3. My study’s local market is similar to the banking market as defined by regulators for antitrust purposes. We both define the local banking market largely by commuting patterns. In my study, the Philadelphia market comprises Burlington, Camden, Cumberland, Gloucester, Mercer, and Salem counties in New Jersey plus Bucks, Chester, Delaware, Montgomery, and Philadelphia counties in Pennsylvania. Regulators, by contrast, include only parts of Burlington and Mercer counties. I include whole counties both for simplicity’s sake and because the banking market includes the majority of the population and the entire urbanized area of both counties. For further explanation, see DiSalvo (2014).

4. Our primary data come from Real Capital Analytics. Its definition of banks encompasses any depository institution, including commercial banks, savings banks, savings and loan associations, and credit unions.

5. It is possible (but not likely) that local banks’ low share of local CRE originations is a more general phenomenon; that is, it is possible that the market for CRE loans is significantly larger than our standard measures of the local banking market. Carrying out this exercise for the Philadelphia market required hand-matching of the majority of deals, using local knowledge of the banks operating in the local banking market, as described in A Note on the Data. Without local knowledge of other banking markets, this type of hand match would be infeasible.


7. Even at its largest, CoreStates was only the 21st-largest bank in the country.

8. A large bank is the same as defined above. The others in Figure 5 are small and medium-sized nonlocal banks.

9. The Federal Reserve Bank of New York defines the Metro New York/ North Jersey banking market as Fairfield, Litchfield, and New Haven counties in Connecticut; Bergen, Essex, Hudson, Hunterdon, Middlesex, Monmouth, Morris, Ocean, Passaic, Somerset, Sussex, and Union counties in New Jersey; Bronx, Columbia, Dutchess, Greene, Kings, Nassau, New York, Orange, Putnam, Queens, Richmond, Rockland, Suffolk, Sullivan, Ulster, and Westchester counties in New York; and Monroe, Pike, and Wayne counties in Pennsylvania. As in the Philadelphia market, we used whole counties even though the New York Fed includes only parts of some of these counties. As noted above, we assigned to the Philadelphia market counties that are shared between New York and Philadelphia. Delaware banks are defined as any bank or parent BHC/FHC headquartered in the State of Delaware.

10. Although there are no estimates for the distance between CRE borrowers and banks, there is a substantial literature measuring the distance between small-business borrowers and their banks. For example, Kenneth Brevoort and Timothy Hannan found that small businesses in nine metro areas were located between 2 and 5 miles from one of their lender’s branches. Other studies have found that the median distance from small-business borrowers to their lenders is less than 10 miles.

11. There were only three such deals, so it is unlikely that dropping these deals creates a selection bias.

12. For further information on state branching and interstate banking laws, see Amel (1993) and Jayaratne and Strahan (1997).
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A Survey of Fintech Research and Policy Discussion

The intersection of finance and technology, known as fintech, has resulted in the dramatic growth of innovations and has changed the entire financial landscape. While fintech has a critical role to play in democratizing credit access to the unbanked and thin-file consumers around the globe, those consumers who are currently well served also turn to fintech for faster services and greater transparency. Fintech, particularly the blockchain, has the potential to be disruptive to financial systems and intermediation. Our aim in this paper is to provide a comprehensive fintech literature survey with relevant research studies and policy discussion around the various aspects of fintech. The topics include marketplace and peer-to-peer lending, credit scoring, alternative data, distributed ledger technologies, blockchain, smart contracts, cryptocurrencies and initial coin offerings, central bank digital currency, robo-advising, quantitative investment and trading strategies, cybersecurity, identity theft, cloud computing, use of big data and artificial intelligence and machine learning, identity and fraud detection, anti-money laundering, Know Your Customers, natural language processing, regtech, insurtech, sandboxes, and fintech regulations.

WP 20–21. Franklin Allen, Imperial College London; Xian Gu, Central University of Finance and Economics and the University of Pennsylvania; Julapa Jagtiani, Federal Reserve Bank of Philadelphia Supervision, Regulation, and Credit Department.

Forecasting Consumption Spending Using Credit Bureau Data

This paper considers whether the inclusion of information contained in consumer credit reports might improve the predictive accuracy of forecasting models for consumption spending. To investigate the usefulness of aggregate consumer credit information in forecasting consumption spending, this paper sets up a baseline forecasting model. Based on this model, a simulated real-time, out-of-sample exercise is conducted to forecast one-quarter-ahead consumption spending. The exercise is run again after the addition of credit bureau variables to the model. Finally, a comparison is made to test whether the model using credit bureau data produces lower or higher root-mean-squared-forecast errors than the baseline model. Key features of the analysis include the use of real-time data, out-of-sample forecast tests, a strong parsimonious benchmark model, and data that span more than two business cycles. Our analysis reveals evidence that some credit bureau variables may be useful in improving forecasts of consumption spending in certain subperiods and for some categories of consumption spending, especially for services. Also, the use of credit bureau variables sometimes makes the forecasts significantly worse by adding noise into the forecasting models.


Using a representative-household search and matching model with endogenous labor force participation, we study the cyclicality of labor market transition rates between employment, unemployment, and nonparticipation. When interpreted through the lens of the model, the behavior of transition rates implies that the participation margin is strongly countercyclical: The household's incentive to send more workers to the labor force falls in expansions. We identify two key channels through which the model delivers this result: (i) the procyclical values of nonmarket activities and (ii) wage rigidity. The smaller the value of the extensive-margin labor supply elasticity is, the stronger the first channel is. Wage rigidity helps because it mitigates increases in the return to market work during expansions. Our estimated model replicates remarkably well the behavior of transition rates between the three labor market states and thus the stocks, once these two features are in place.

Supersedes Working Paper 19-03.


Rational Inattention via Ignorance Equivalence

We present a novel approach to finite rational inattention (RI) models based on the ignorance equivalent, a fictitious action with state-dependent payoffs that effectively summarizes the optimal learning and conditional choices. The ignorance equivalent allows us to recast the RI problem as a standard expected utility maximization over an augmented choice set called the learning-proof menu, yielding new insights regarding the behavioral implications of RI, in particular as new actions are added to the menu. Our geometric approach is also well suited to numerical methods, outperforming existing techniques in terms of both speed and accuracy, and offering robust predictions on the most frequently implemented actions.

Real-Time Forecasting with a (Standard) Mixed-Frequency VAR During a Pandemic

In this paper we resuscitate the mixed-frequency vector autoregression (MF-VAR) developed in Schorfheide and Song (2015) to generate real-time macroeconomic forecasts for the U.S. during the COVID-19 pandemic. The model combines 11 time series observed at two frequencies: quarterly and monthly. We deliberately do not modify the model specification in view of the recession induced by the COVID-19 outbreak. We find that forecasts based on a precrisis estimate of the VAR using data up until the end of 2019 appear to be more stable and reasonable than forecasts based on a sequence of recursive estimates that include the most recent observations. Overall, the MF-VAR outlook is quite pessimistic. The estimated MF-VAR implies that level variables are highly persistent, which means that the COVID-19 shock generates a long-lasting reduction in real activity. Regularly updated forecasts are available at www.donghosong.com/.


Identification Through Sparsity in Factor Models

Factor models are generally subject to a rotational indeterminacy, meaning that individual factors are only identified up to a rotation. In the presence of local factors, which only affect a subset of the outcomes, we show that the implied sparsity of the loading matrix can be used to solve this rotational indeterminacy. We further prove that a rotation criterion based on the $\ell_1$-norm of the loading matrix can be used to achieve identification even under approximate sparsity in the loading matrix. This enables us to consistently estimate individual factors, and to interpret them as structural objects. Monte Carlo simulations suggest that our criterion performs better than widely used heuristics, and we find strong evidence for the presence of local factors in financial and macroeconomic datasets.

Labor Supply Within the Firm

There is substantial variation in working time even within employer-employee matches, and yet estimates of the Frisch elasticity of labor supply can be near zero. This paper proposes a tractable theory of earnings and working time to interpret these observations. Production complementarities attenuate the response of working time to idiosyncratic, or worker-specific, shocks, but firmwide shocks are mediated by preference parameters. The model can be identified using firm-worker matched data, revealing a Frisch elasticity of around 0.5. A quasi-experimental approach that mimics the design of earlier studies by exploiting only idiosyncratic variation would find an elasticity less than half this.

WP 20–27. Michele Battisti, University of Glasgow; Ryan Michaels, Federal Reserve Bank of Philadelphia Research Department; Choonsung Park, Korea Institute of Finance.

Vacancy Chains

Replacement hiring—recruitment that seeks to replace positions vacated by workers who quit—plays a central role in establishment dynamics. We document this phenomenon using rich microdata on U.S. establishments, which frequently report no net change in their employment, often for years at a time, despite facing substantial gross turnover in the form of quits. We propose a model in which replacement hiring is driven by the presence of a putty-clay friction in the production structure of establishments. Replacement hiring induces a novel positive feedback channel through which an initial rise in vacancy posting induces still more vacancy posting to replace employees who are poached. This vacancy chain in turn induces volatile responses of vacancies, and thereby unemployment, to cyclical shocks.

The Firm Size and Leverage Relationship and Its Implications for Entry and Business Concentration

Larger firms (by sales or employment) have higher leverage. This pattern is explained using a model in which firms produce multiple varieties and borrow with the option to default against their future cash flow. A variety can die with a constant probability, implying that bigger firms (those with more varieties) have a lower coefficient of variation of sales and higher leverage. A lower risk-free rate benefits bigger firms more as they are able to lever more and existing firms buy more of the new varieties arriving into the economy. This leads to lower startup rates and greater concentration of sales.


Bank Stress Test Results and Their Impact on Consumer Credit Markets

Using Federal Reserve (Fed) confidential stress test data, we exploit the gap between the Fed and bank capital projections as an exogenous shock to banks and analyze how this shock is transmitted to consumer credit markets. First, we document that banks in the 90th percentile of the capital gap reduce their new supply of risky credit by 13 percent compared with those in the 10th percentile and cut their overall credit card risk exposure on an annual basis. Next, we show that these banks find alternative ways to remain competitive and attract customers by lowering interest rates and offering more rewards and promotions to select groups of borrowers. Finally, we show that consumers at banks with a gap increase their credit card spending and debt payoff and at the same time experience fewer delinquencies. We also show that our results are generalizable to other lending products, such as mortgages and home equity. Overall, our results demonstrate a positive feedback loop among credit supply, credit usage, and credit performance due to the stress tests.

WP 20-30. Sumit Agarwal, National University of Singapore; Xudong An, Federal Reserve Bank of Philadelphia Supervision, Regulation, and Credit Department; Larry Cordell, Federal Reserve Bank of Philadelphia Supervision, Regulation, and Credit Department; Raluca A. Roman, Federal Reserve Bank of Philadelphia Supervision, Regulation, and Credit Department.
The Credit Card Act and Consumer Debt Structure

We investigate whether the Credit Card Accountability, Responsibility, and Disclosure (CARD) Act of 2009 influenced the debt structure of consumers. By debt structure, we mean the proportion of total available credit from credit cards for each consumer. The act enhances disclosures of contractual and related information and restricts card issuers' ability to raise interest rates or charge late or over-limit fees, primarily affecting nonprime borrowers. Using the credit history via the Federal Reserve Bank of New York/Equifax Consumer Credit Panel during 2006–2016, we find that the average ratio of credit limit on cards to total consumer debt declined for nonprime borrowers in comparison to prime borrowers after the introduction of the CARD Act. The decline did not occur before the bill was first introduced in Congress; it took place afterward and continued through the end of our sample period. The results suggest that the CARD Act likely had an adverse effect on nonprime borrowers.


Probability Forecast Combination via Entropy Regularized Wasserstein Distance

We propose probability and density forecast combination methods that are defined using the entropy regularized Wasserstein distance. First, we provide a theoretical characterization of the combined density forecast based on the regularized Wasserstein distance under the Gaussian assumption. Second, we show how this type of regularization can improve the predictive power of the resulting combined density. Third, we provide a method for choosing the tuning parameter that governs the strength of regularization. Lastly, we apply our proposed method to the U.S. inflation rate density forecasting, and illustrate how the entropy regularization can improve the quality of predictive density relative to its unregularized counterpart.

**Financial Consequences of Identity Theft**

We examine how a negative shock from identity theft affects consumer credit market behavior. We show that the immediate effects of fraud on credit files are typically negative, small, and transitory. After those immediate effects fade, identity theft victims experience persistent increases in credit scores and declines in reported delinquencies, with a significant proportion of affected consumers transitioning from subprime-to-prime credit scores. Those consumers take advantage of their improved creditworthiness to obtain additional credit, including auto loans and mortgages. Despite having larger balances, these individuals default on their loans less than prior to identity theft.


**A World Without Borders Revisited: The Impact of Online Sales Tax Collection on Shopping and Search**

I study the effect of closing the online sales tax loophole on online spending and search. Using online shopping data, sales taxes, and Amazon’s staggered sales tax collection, I estimate that household price elasticity is $-1.9$, implying a 13 percent decline in Amazon’s revenues upon sales tax collection. After Amazon collects sales taxes, households increase their spending on Amazon’s taxed competitors, but not its untaxed competitors. I find no evidence that households change their browsing or shift their spending offline. Collecting sales taxes online will help governments recapture lost taxes and increase online competition, but will not shift customers back offline.

You graduated in 1990 from Tsinghua University, one of China’s premier schools. What drew you to study management information systems there? In China, at least when I was growing up, when you got into high school, you were put into one of two tracks, liberal arts or technical. I was in the technical track. I liked it, but I wanted to analyze social issues, to understand what China was going through at that time. The country had just begun to introduce a market economy. Tsinghua had been a school for engineering. Then in the ’80s, when the country was opening up, they built a few more schools and departments. The School of Management and Information was the new thing, and I liked it. China didn’t really have economics programs for a long time, because it was a planned economy. Among the schools I was interested in, Tsinghua was one of the few with these interdisciplinary majors.

What led you to attend the University of Minnesota after graduation? At the time we didn’t know much about the U.S., but Minnesota had some connections with China. At Tsinghua, I had met a teacher of English from Minnesota, and I had friends who had moved there, so I applied.

What was it like moving to America? I had a good time. I lived in a house with 10 girls from nine countries. My first year, there was a big snowstorm and the school closed for two weeks. Seeing that amount of snow, and not realizing that that would recur every year, we were so excited. I didn’t have any trouble adjusting to the culture. I met some of my best friends there during my first year.

Since 2003, you’ve focused on consumer finance. What are some of the key lessons you’ve learned about consumer finance in America? The U.S. is very different from many countries. The U.S. has one of the highest homeownership rates among the developed economies. And it’s not entirely due to affluence. A lot of it has to do with government policy promoting homeownership. Fannie Mae, Freddie Mac, the whole secondary market was built by the government to encourage homeownership. And the U.S. is perhaps the only country that has a loan mortgage contract that lasts 30 years. Elsewhere you can’t imagine lending to anybody for more than 10 years. The U.S. is also very sophisticated in using the bankruptcy system to deal with defaults. A lot of developing countries didn’t have that for a long time. So the U.S. has a more sophisticated bankruptcy system, dealing with both personal and business bankruptcies.

In the article you wrote for this issue, you note that bankruptcy can be a good thing for a person or firm. Why wouldn’t somebody file for bankruptcy when it’s in their best interest? In the case of an individual, there are consequences associated with filing for bankruptcy. You cannot file again for a number of years. And your credit file will have a flag, so all of your potential future lenders would see that. People who are less certain about their future may be reluctant to file. For businesses, uncertainty can be an even bigger issue, because you worry about whatever may happen that can affect your business future. And in a lot of the small businesses, it’s like your baby, you put all your effort and money into that business, and that could make it a hard decision.

In your article, you write about how COVID may affect bankruptcy courts. How might it also affect the housing market? A lot of us are going to start working remotely, which means that having more living space is becoming more important. Until the Great Recession, housing had been booming for so long, and so spectacularly, there were mega-houses being built, and a lot of us bought more space than we needed. After that crisis there was uncertainty in both job income and house prices, so there was a wave of downsizing to small houses and moving to the cities. And now with this pandemic and new work style, people will realize there is still value in having a bigger house in the suburbs, especially close to a big city.
We have long conducted monthly and quarterly Business Outlook Surveys, but the speed and severity of the COVID-19 crisis prompted us to create a new weekly survey in March.

In each COVID Survey, we asked respondents to compare the previous week’s new orders or sales with what they had expected prior to the pandemic. For the first 12 weeks, we also asked what actions they had taken in response to the pandemic. In weeks 13 through 16, we asked about specific changes they had made to their labor force.

We also asked, on a rotating four-week basis, questions about the influence of different factors on new orders or sales, concerns about credit issues, and sources and utilization of financial assistance.

We found that Third District firms experienced strong declines in new orders and sales throughout the spring, but survey results suggest some stabilization and a slight improvement despite continued overall declines as summer approached. However, respondents continued to note difficulties, confusion, and uncertainty.

After collecting 16 weeks of survey data through early July, we reduced the survey’s frequency to monthly but continue to track many of the same questions. The pandemic’s impact will be felt for some time to come.

---

**Weekly New Orders Relative to Expectations**

Note: The average percent change (above) is estimated using the midpoints of the ranges of each answer option. Dashed lines leading up to April 5 indicate sample size changes over the first two weeks. Beginning on July 5, the survey frequency changed from weekly to monthly; dotted lines indicate the average weekly trend between the July 5 and August 30 surveys.

Source: Federal Reserve Bank of Philadelphia
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