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Abstract

We develop a model of banking industry dynamics to study the quantitative impact of
regulatory policies on bank risk taking and market structure as well as the feedback effect of
market structure on the efficacy of policy. Since our model is matched to U.S. data, we propose
a market structure where big banks with market power interact with small, competitive fringe
banks. Banks face idiosyncratic funding shocks in addition to aggregate shocks which affect the
fraction of performing loans in their portfolio. A nontrivial bank size distribution arises out of
endogenous entry and exit, as well as banks’ buffer stock of net worth. We show the model
predictions are consistent with untargeted business cycle properties, the bank lending channel,
and empirical studies of the role of concentration on financial stability. We then conduct a series
of policy counterfactuals motivated by those proposed in the Dodd-Frank Act (size and state
dependent capital requirements and liquidity requirements). We find that regulatory policies
can have an important impact on banking market structure, which, along with selection effects,
can generate changes in allocative efficiency and stability.
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1 Introduction

The banking literature has focused on two main functions of bank capital. First, because of limited
liability and deposit insurance, banks have an incentive to engage in risk shifting. Requiring banks
to hold a minimum ratio of capital to assets and sufficient liquidity to meet funding shocks constrains
the banks’ ability to take risk. Second, bank capital acts like a buffer that may offset losses and
save its charter value. In this paper, we develop a quantitative model of banking industry dynamics
with imperfect competition and an endogenous size distribution of banks to answer the following
question: How much do regulatory policies enacted in the Dodd-Frank Wall Street Reform and
Consumer Protection Act of 2010 affect failure rates, lending, interest rates, and market shares of
large and small banks? Further, since empirical work has studied the effect of market structure
on financial stability - one of the objectives of policy - we use our model to study the fixed point
between policy on market structure and market structure on the efficacy of policy.

Figure 1: Number of Banks and Bank Concentration
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Note: Number of Banks refers to the number of bank holding companies and stand-alone commercial banks. Top 10 Asset
share refers to the share of total assets in the hands of the top 10 banks in the asset distribution. Source: Consolidated

Reports of Condition and Income

As Figure 1 makes clear, the U.S. banking industry appears highly concentrated with the top
10 banks now comprising nearly 60% of the market share while the remaining nearly 5000 banks
comprise a little over 40%. For this reason, we choose to model the industry using a dominant firm
and competitive fringe framework along the lines of Gowrisankaran and Holmes [37].1 Including
endogenous entry and exit allows us to understand how regulatory policy affects market structure
as well as to consider how market structure influences profitability and risk taking behavior that
policymakers are attempting to regulate.

We assume that banks’ deposit inflows follow a Markov process that is independently distributed
across banks. When we go to the data, we find size dependent differences in these processes; big
banks have a higher level but lower variance of deposits (consistent with diversification). These
processes form the capacity constraints in our Cournot model. It is important to note that even if
banks only face idiosyncratic funding shocks, the presence of non-atomistic banks implies aggregate

1In an earlier paper (Corbae and D’Erasmo [21]), we augmented the dominant firm portion of the model to include
both national and regional banks with market power along the lines of Ericson and Pakes [32] with a competitive
fringe. Since we consider a much richer endogenous state space in this paper, we have chosen to model market power
in this simpler way.
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uncertainty.
Also motivated by the data, our model banks face both marginal and fixed costs of making

loans with decreasing average costs across big and small banks consistent with a modest degree of
increasing returns. Our data findings are consistent with a delegated monitoring model along the
lines of Diamond [25].2

In response to variations in their cash flows, banks may choose to exit under limited liability
in the event of shortfalls if their charter value is not sufficiently high. Banks whose charter value
is sufficiently valuable can use their stock of net securities as a buffer or issue seasoned equity.
Thus, banks in our model undertake precautionary savings in the face of idiosyncratic shocks as
in a standard consumer income fluctuations problem, but with a strategic twist, since here, big
banks have loan market power. Similar to the consumer’s problem, banks with a higher variance
of funding shocks (i.e. the small banks) will endogenously hold a larger buffer of equity than more
diversified big banks, again consistent with U.S. data.3

Our framework deviates from the frictionless Modigliani-Miller paradigm by including gov-
ernment deposit insurance and limited liability generating a moral hazard problem for banks,
bankruptcy and equity issuance costs, agency conflicts between the manager and shareholders, and
imperfect competition. Regulation in this environment can help mitigate bank risk taking.

A benefit of our structural framework is that we can conduct policy counterfactuals from newly
enacted regulation in the Dodd-Frank Act. For example, in Section 7 we study a rise in level of
capital requirements from 4% under Basel II to 8.5% (corresponding to the required minimum risk
weighted capital requirement of 6% plus a 2.5% capital conservation buffer) motivated by changes
recommended by Basel III.4 We find that such a rise in capital requirements has the intended
consequence of decreasing long run exit rates of small banks from the model’s long run benchmark
but also leads to a more concentrated industry since it inhibits entry. In the short run, big banks
decide to strategically gain loan market share financed by issuing more equity, cutting dividends,
and retaining more earnings. The net effect of higher big bank lending and lower small bank lending
is a decrease in aggregate bank lending of over 7% in the short run and nearly 9% in the long run
but only a modest rise in interest rates on loans in the long run.

The modest response in interest rates depends critically on the financing options facing borrow-
ers if they do not choose bank loans. We model that option as do several others (e.g. Buchak, et
al. [18]) through a discrete choice problem over bank and non-bank (sometimes called the “shadow
banking” sector) options solved by borrowers subject to extreme value shocks. We calibrate param-
eters based on market share of bank and non-bank finance. Thus, our framework accounts for the
impact of regulatory arbitrage associated with a change in capital and/or liquidity requirements.
This margin of adjustment captures the effect of regulation on the size of the regulated banking
sector.

To understand the interaction between regulatory policy and market structure, we also conduct
a counterfactual where we increase the entry cost for dominant banks to a level that prevents their
entry. Since our benchmark model with dominant and fringe banks nests an environment with only
perfect competition, we use this counterfactual to understand the role of imperfect competition
on the banking sector in Section 7. After calibrating the model of perfect competition to match
U.S. banking data, we find several important differences on the efficacy of policy. For example, we

2There are numerous empirical papers documenting the existence of scale economies in banking such as Berger
and Hannan [14], Berger and Mester [15], and Wheelock and Wilson [65].

3It is in this sense we use the language “capital buffer” (i.e. capital in excess of the requirement).
4FDIC Rules and Regulations (Part 325) establishes the criteria and standards to calculate capital requirements

and adequacy (see DSC Risk Management Manual of Examination Policies, FDIC, Capital (12-04)). See a full
description in BIS [16].
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find that the perfectly competitive economy generates a significantly different response in banking
industry dynamics (entry and exit) to a rise in capital requirements. Specifically, entry and exit
rates drop much more in the imperfectly competitive economy in response to the policy change
in the long run than one with perfect competition. This leads to the intended consequence of
lowering the probability of a crisis in the imperfectly competitive model but an unintended rise
in the probability of a crisis in the perfectly competitive case. In the long run, this translates to
modest welfare gains in the imperfectly competitive case and modest welfare losses in the perfectly
competitive case. The long run differences between the two models arise because with imperfect
competition the big bank increases its lending to deter small bank entry resulting in a more select
measure of fringe banks, which in turn leads to a much more significant reduction in deadweight
losses associated with bank failure.

1.1 Related Literature

Our paper is related to the literature studying the impact of financial regulation in quantitative
models of banking. One strand of literature studies dynamic bank decision problems.5 These pa-
pers, however, cannot consider the impact of such policies on loan interest rates and the equilibrium
bank size distribution.

The second strand of literature studies dynamic general equilibriummodels with a representative
bank under perfect competition in loan and deposit markets. Van Den Heuvel [63] was one of the
first to study the welfare impact of capital requirements with perfect competition.6 In these papers,
constant returns and perfect competition imply that there is an indeterminate distribution of bank
sizes, so they do not make predictions for how regulation affects banking industry market structure.
Others with perfect competition assume idiosyncratic shocks which can generate an endogenous
size distribution of banks.7 In such models, big banks have no impact on lending or deposit rates
and technically the failure of an individual big bank has no market impact (since it is of measure
zero).

Given high concentration in the banking industry, another branch of the literature considers
imperfect competition in loan and/or deposit markets. Our dynamic banking industry model builds
upon the static framework of Allen and Gale [5] and Boyd and De Nicolo [17]. In those models,
there is an exogenous number of banks that are Cournot competitors in the loan and/or deposit
market.8 Given both aggregate productivity and idiosyncratic funding shocks, we endogenize the
number of banks by considering dynamic entry and exit decisions. While ours is one of the first
quantitative models to focus on imperfect competition in loan markets, there is also an important
set of papers analyzing imperfect competition in the deposit market (see for example Aguirregabiria,
Clark, and Wang [3], and Egan, Hortascu, and Matvos [30]). We focus on loan markets since in
the recent financial crisis, aggregate bank risk weighted asset accumulation (including loans) fell at
a significantly higher rate than aggregate bank borrowings.9

The computation of our model is a nontrivial task. Since idiosyncratic shocks to large banks

5For example, De Nicolo et al. [27] show an inverted U-shaped relationship between capital requirements and
bank lending.

6Among others, see Aliaga-Diaz and Olivero [4], Begenau [9], Bianchi and Bigio [10], Clerc et al. [19], Elenev,
Landvoigt, and Van Nieuwerburgh [31].

7For example, see Rios-Rull et al. [58] and Nguyen [51].
8Other important papers studying the role of imperfect competition in the banking industry and regulation include

Martinez-Miera and Repullo [46], Perotti and Suarez [54], Repullo [57], and Wang et al. [64].
9Specifically, aggregate bank risk weighted asset accumulation (including loans) grew at an annual 8.5% rate in

2006 and shrank at a −4.3% rate in 2009 at the same time that aggregate bank borrowings (including deposits) grew
at an annual 10.9% rate in 2006 and shrank at a −0.4% rate in 2009.
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do not wash out in the aggregate, all equilibrium objects, such as value functions and prices, are
a function of the infinite dimensional distribution of banks. Thus, we solve the model using an
extension of the algorithm proposed by Ifrach and Weintraub [40] adapted to this environment.
This entails approximating the distribution of banks by a finite number of moments.

1.2 Roadmap

The paper is organized as follows. While we have documented a large number of banking facts
relevant to the current paper in our previous work [21], Section 2 documents a new set of banking
data facts relevant to this paper. Section 3 lays out a simple model environment to study bank
risk taking and loan market competition. Section 4 describes a Markov perfect equilibrium of that
environment. Section 5 discusses how we estimate parameters of the model to match U.S. Call
Report data as well as how the model does on relevant untargeted business cycle correlations.
Section 6 illustrates certain key properties of the model including its consistency with empirical
studies of the competition-fragility hypothesis and the bank lending channel. Section 7 conducts
policy counterfactuals put forward in the Dodd-Frank Act and studies their impact on allocative
efficiency in the banking sector and welfare.

2 Banking Data Facts

In our previous paper [21], we documented the following facts for the U.S. using data from the
Consolidated Report of Condition and Income (known as Call Reports) that insured banks submit
to the Federal Reserve each quarter.10 Entry is procyclical and exit by failure is countercyclical
(correlation with detrended GDP is equal to 0.61 and −0.16, respectively for the period 1984-2016).
Almost all entry and exit by failure is by small banks (defined as banks in the bottom 99% of the
asset distribution). Loans and deposits are procyclical (correlation with detrended GDP is equal to
0.44 and 0.18, respectively for the same period). Loan returns, margins, markups, and delinquency
rates are countercyclical.

The countercyclicality of margins and markups is important. Our model provides an endogenous
amplification mechanism consistent with this data fact. During a downturn, there is exit by smaller
banks, which generates less competition among existing banks, raising the interest rate on loans.
But since loan demand is inversely related to the interest rate, the ensuing increase in interest
rates (barring government intervention) lowers loan demand even more, thereby amplifying the
downturn. In this way our model provides a novel mechanism - imperfect loan market competition
- to produce endogenous business cycle amplification arising from the banking sector. Further,
we show in subsection 5.3 that a calibrated model with perfect competition does not share these
untargeted cyclical properties.

2.1 On Imperfect Competition

As Figure 1 makes clear, the number of commercial banks in the U.S. has fallen from over 11,000
in 1984 to under 5000 in 2016 while the asset market share of the top 10 banks has grown from
27.2% in 1984 to 58.3% in 2016. Rising market shares of big banks motivate us to consider a model
of the banking industry that allows for imperfect competition. Rising concentration, however, is

10Balance Sheet and Income Statements items can be found at https://cdr.ffiec.gov/public/. We group commercial
banks to the bank holding company level and work with individual commercial banks when no bank holding company
exists.
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only suggestive and not sufficient to establish market power. In this subsection, we consider other
measures that are also suggestive of imperfect competition, motivating our modeling choice.

We begin by presenting evidence along the lines of De Loecker, Eeckhout, and Unger [26]
using our Call Report data (the universe of U.S. commercial banks) rather than their non-banking
datasets. Panel (i) of Figure 2 graphs the 95th percentile of markups versus the median and
average markup for all U.S. commercial banks.11 The asset-weighted average markup is calculated
as mt =

∑
i simit, where sit corresponds to the asset share over total assets of bank i in period t

and mit to the markup of bank i in period t. There are two important features to note which are
consistent with their findings for other industries. First, average markups have been rising over
time. Second, the growth has been fueled by the upper tail of the distribution.

Figure 2: Markups, Passthrough, and Return on Asset Distributions
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(v) Return on Assets Distribution 
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Note: Series displayed correspond to asset-weighted average markup (“Average”), median markup (“Median”), and the 95th
percentile of the markup distribution. To construct the figure in panels (i) and (v) we rank each bank by its markup and

return on assets and weight each bank by its asset share of total assets in the industry. Series displayed in Panel (ii)
correspond to decomposition as presented in equation (1). Series displayed in Panels (iii), (iv), and (vi), correspond the

evolution of (asset-weighted) average markup, Rosse-Panzar H or return on assets by bank size. We group banks in the Top
10 of the asset distribution (“Top 10”). Source: Consolidated Reports of Condition and Income

Next we present a decomposition, following the literature on resource misallocation, of the
change in markups along the lines of equation (9) in De Loecker, Eeckhout, and Unger [26]. In
particular, we decompose the growth of asset-weighted average markup into the increase derived
from an increase in average markups (“within”), the increase derived from “reallocation” (i.e., the
increase derived from growing asset shares of banks with high markups keeping markups fixed),
and a final term coming from changes in markups derived from entry and exit. Specifically, the

11Section 5 provides a description of how we calculate markups. Our Panel (i) of Figure 2 is the analogue of Figure
3 in De Loecker, Eeckhout, and Unger [26] across all industries and the analogue of Figure 12.1 in their Appendix
for the Finance and Insurance Industry Specific Markup.
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change in markups ∆mt can be decomposed as follows:

∆mt =
∑

i

sit−1∆mit

︸ ︷︷ ︸
∆within

+
∑

i

(mit−1 −mt−1)∆sit +
∑

i

∆sit∆mit

︸ ︷︷ ︸
∆reallocation

(1)

+
∑

i∈Entry

(mit −mt−1)sit +
∑

i∈Exit

(mit−1 −mt−1)sit−1

︸ ︷︷ ︸
net entry

.

In Panel (ii) of Figure 2, we present the evolution of asset-weighted average markup, as well as three
experiments based on the decomposition starting in 1984. We set the initial level in 1984 equal
across experiments and then cumulatively add the changes of each of the components presented in
the last equation. For example, the “within” experiment shows the evolution of markups if only
the ∆within would be allowed to change and all other components would be set to zero. Consistent
with Figure 16.2 in their Appendix for the entire Finance, Insurance, and Real Estate industry
(52-53), we find that most of the increase in markups is derived from the “within” component.

Here, we also choose to present the distribution of markups by bank size.12 Panel (iii) in
Figure 2 presents the evolution of average (asset-weighted) markups by bank size. We compare
banks in the Top 10 of the asset distribution with the average markup of the median bank. This
figure establishes that big bank markups exceeded those of small banks in almost every year of the
sample.

In addition, we present another typical measure of market power in the industrial organization
literature. Following Shaffer [60], we estimate a measure of passthrough (the elasticity of marginal
revenue with respect to factor prices). Specifically, the Rose-Panzar H index is given by a log-linear
regression in which the dependent variable is the natural logarithm of total revenue (ln(TRit)
measured as interest income and non-interest income from loans) and the explanatory variables
include the logarithms of input prices (w1it funds, w2it labor and w3it fixed assets) and other bank
specific factors:

ln(TRit) = α+
3∑

k=1

βk ln(wkit) + Bank Specific Factorsit + uit.

The Rosse-Panzar H equals the simple sum of coefficients on the respective log input price terms,
β1 + β2 + β3.

13 Bank Specific Factors are additional explanatory variables which reflect differences
in risk, cost, and size structures of banks and include the value of loans, cash, equity and secu-
rities scaled by assets. A value of 100 for the Rosse-Panzar H indicates the presence of perfect
competition. This equation is estimated by OLS with robust standard errors year by year. Panel
(iv) of Figure 2 presents the evolution of the Rosse-Panzar H by bank size over time. Notably
passthrough is lower for the top 10 banks than the rest, especially after consolidation following the
Riegle-Neal Act, again suggestive of imperfect competition.

As noted by De Loecker, Eeckhout, and Unger [26], before concluding whether higher markups
are associated with market power, they suggest considering measures of profitability. Panel (v) of
Figure 2 presents the evolution of different moments of the Return on Assets (ROA) distribution
as a measure of profitability.14 As with the distribution of markups, to construct this figure, for

12There is no analogue of a firm size dependent markup in De Loecker, Eeckhout, and Unger (2019).
13The log-linear form typically improves the regression’s goodness of fit and may reduce simultaneity bias.
14Figure 9.1 in the Appendix of De Loecker, Eeckhout, and Unger [26] shows that the return on assets and other

measures of profitability are highly correlated in the data.
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every year in the sample, we order the banks by the value of their ROA and weight each bank by
its asset share of the entire industry. The ranking and asset shares are updated every year. Similar
to the evolution of markups, the increases in the very top of the distribution drive the increase in
average ROA.

Panel (vi) of Figure 2 presents the evolution of average (asset-weighted) ROA by bank size.
Similar to the case of markups, we compare banks in the Top 10 of the asset distribution with the
markup of the median bank (bank in percentile 50 of the asset distribution). Post Riegle-Neal (i.e.
1994), profitability as measured by ROA is typically higher for big banks than small, suggestive of
market power. In conclusion, these diverse measures are suggestive of increasing market power at
the national level, which motivates us to model an imperfectly competitive banking industry.15

2.2 Capital Buffers

Since we are interested in the effects of capital and liquidity requirements on bank lending and
financial stability of big and small banks, we organize the data along those dimensions. We refer
to the Top 10 banks in the asset distribution as “big” banks and we refer to the remaining banks
as “small” or “fringe”.16

Figure 3 presents the evolution of the Tier 1 capital-to-risk-weighted-assets ratio for the 10
largest banks and the remaining banks when sorted by assets.

Figure 3: Average Bank Capital Ratios by Bank Size
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billion in assets (all of these banks included in the “Rest” group). Banks with more than $50 billion are required to hold

additional capital since 2013. Source: Consolidated Reports of Condition and Income

In all periods, risk-weighted capital ratios are lower for large banking institutions than those

15We leave the question as to whether our national results for the banking industry also hold at the local level to
future research. Differences between national and local Herfindahl indices for sales are documented in papers such
as Rossi-Hansberg, Sarte, and Trachter [59]. Some evidence for high national and local concentration in the deposit
market using Herfindahl indices can be found in Meyer [49].

16As of December 2016, most of the banks in the group of Top 10 were classified as Global Systemically Important
Banks (G-SIBs). The exceptions are U.S. Bankcorp, PNC Financial Services, and Toronto Dominion Group US. While
not classified as G-SIBs, these three banks are still above the $250 billion asset threshold for the size dependent policies
that we study.
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for small banks.17 The fact that capital ratios are above what regulation defines as well capitalized
suggests a buffer stock motive which we model.

While Figure 3 presents the cross-sectional average for big and small banks across time, the
average masks the fact that some banks spend time at the constraint (and even violate the con-
straint). Figure 4 plots the histogram of all banks across several years (2000, 2005, 2010 and 2015).
The figure makes clear that large institutions have consistently lower levels of capital than other
banks. That is, the capital buffer for large banks is smaller for the Top 10 banks than for the other
banks. Government assistance, private injection of equity and changes in capital regulation have
induced shifts in the distribution of capital. Moreover, during the crisis, a considerable number of
banks failed, merged with other institutions under distress or received government assistance. The
bottom panels of Figure 4 (years 2010 and 2015) show that it is possible to find banks close, or
below the minimum required. Many of these banks end up failing.

Figure 4: Distributions of Risk-Weighted Bank Capital
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Panel (i): Distribution year 2005
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Panel (i): Distribution year 2010
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Panel (i): Distribution year 2015
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Note: Tier 1 Capital (rw) refers to Risk-weighted Tier 1 Capital Ratio. Cap. Req. refers to minimum capital requirement
(risk-weighted) plus capital conservation buffer for banks with less than $50 billion in assets (all of these banks are included in
the “Rest” group). Banks with more than $50 billion are required to hold additional capital since 2013. Source: Consolidated

Reports of Condition and Income.

To analyze the relationship between bank failure and capital ratios, Figure 5 shows the number
of banks that are at or below the minimum risk-weighted capital required and the fraction of those
that exit (via failure or merger the corresponding year or the year after).

17Capital ratios based on total assets (as opposed to risk-weighted assets) present a similar pattern.
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Figure 5: Bank Capital and Failure
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with capital ratios at or below the minimum required. Source: Consolidated Report of Condition and Income.

Figure 5 makes clear that most banks with capital ratios close to the minimum required exit
the industry. The average fraction of banks that exit conditional on being close to the minimum
required is well above 70 percent.

3 Environment

The above data facts motivate us to analyze the impact of regulatory policy on bank lending and
financial stability in an imperfectly competitive banking industry. Each period, banks and non-
banks intermediate between a unit mass of ex-ante identical entrepreneurs who have a profitable
project which needs to be funded (the potential borrowers) and a measure H > 1 of identical
households (the potential depositors).

3.1 Entrepreneurs

Infinitely lived, risk neutral entrepreneurs demand a loan in order to fund a new project each period.
Specifically, a project requires ℓ units of investment in period t and returns next period (per-unit
of investment): {

1 + zt+1Rt with prob p(Rt, zt+1)
1− λ with prob [1− p(Rt, zt+1)]

(2)

in the successful and unsuccessful states, respectively. That is, borrower gross returns are given
by 1 + zt+1Rt in the successful state and by 1 − λ in the unsuccessful state. The success of a
borrower’s project, which occurs with probability p(Rt, zt+1), is independent across borrowers and
time conditional on the borrower’s choice of technology Rt ≥ 0 and an aggregate technology shock
at the beginning of the following period denoted zt+1 (i.e. there is one period time-to-build). The
aggregate technology shock zt ∈ Z evolves as a Markov process Gz(z

′, z) = prob(zt+1 = z′|zt = z).
Similar to a standard growth model where there is one period time to build, ℓ can be taken to
represent a capital investment requirement that becomes productive in period t+1 and depreciates
fully after production.
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We consider an environment with two types of lenders j ∈ {c, n}: an endogenous measure of
heterogeneous commercial banks (c) and a representative non-bank (n).18 Both types of lenders can
finance productive projects by entrepreneurs but their interest rates might differ. Taking the vector
of interest rates rt = {rct , r

n
t } as given, entrepreneurs decide whether they want to fund a project

given their outside option and then make a discrete choice over whether to borrow from a bank or
a non-bank. Once with lender type j offering a loan at interest rate rjt in state zt, they choose the
risk-return tradeoff of their project Rjt where we index the choice of technology by the lender type
that finances the project. Following Bucheck et al. [18], we assume that the value associated with
financing the project with each type of lender is subject to an unobservable idiosyncratic shock
ǫt = {ǫct , ǫ

n
t } affecting the value of taking a loan from each type of lender additively. We assume

that ǫjt are iid type one extreme value with scale parameter 1/α.
Borrowers have an outside option. In period t, they receive a perfect private signal about their

reservation utility of consumption in period t+ 1 in case they decide not to run the project. The
value of this outside option is ωt+1 ∈ [0, ω] drawn from distribution function Ω(ωt+1). These draws
are i.i.d. over time. This outside option leads to a downward sloping aggregate demand for loans
while the extreme value shocks determine loan demand across bank and non-bank sectors.

The entrepreneur can save aE,t+1 ∈ R+ with safe return rs (that is also accessible to households)
and can choose whether to retain earnings It+1 ∈ [0, ℓ] in order to finance investment.19 When the
borrower makes her choice of technology Rjt , the aggregate shock zt+1 has not been realized. As
for the likelihood of success or failure, a borrower who chooses to run a project with higher returns
has more risk of failure and there is less failure in good times. Specifically, p(Rjt , zt+1) is assumed
to be decreasing in Rjt and increasing in zt+1. Thus, the technology exhibits a risk-return trade-off.
While borrowers are ex-ante identical, they are ex-post heterogeneous owing to the realization of the
shocks to the return on their project. We envision borrowers either as firms choosing a technology
that might not succeed or households choosing a house that might appreciate or depreciate.

There is limited liability on the part of the borrower at the project level so that the project
return net of interest payments is bounded below at zero.20 Table 1 summarizes the risk-return
tradeoff that the borrower faces. Since the choice of Rjt is endogenous, changes in borrowing costs
can affect the default frequencies on loans through a risk shifting motive.

Table 1: Borrower’s Problem (conditional on investing)

Borrower Chooses Rjt Receive Pay Probability

− +

Success (1 + zt+1R
j
t )ℓ (1 + rjt )(ℓ− It) p (Rjt , zt+1)

Failure (1− λ)ℓ min{(1− λ)ℓ, (1 + rjt )(ℓ− It)} 1− p (Rjt , zt+1)

Both Rjt and ωt+1 are private information to the entrepreneur, as well as the history of past
borrowing and repayment by the entrepreneur (which provides the rationale for short term loans).

18We choose to use the term non-bank rather than shadow bank following the terminology used by the Financial
Stability Oversight Council to refer to the system of financial intermediaries and activities that conduct maturity,
credit, and liquidity transformation without access to the Federal Reserve’s and Federal Deposit Insurance Company’s
(FDIC) backstops.

19If, as we assume, the entrepreneur is sufficiently impatient, then she would not choose to undertake any of these
alternatives. That is, provided the discount factor βE is sufficiently low, entrepreneurs choose not to use retained
earnings to finance their projects, instead choosing to eat their earnings and fund projects using one-period loans
that require monitoring.

20We assume entrepreneurs assets are exempt from bankruptcy for simplicity.

10



As in Bernanke and Gertler [13], success or failure is also private information to the entrepreneur
unless the loan is monitored by the lender. With one-period loans, reporting failure is a dominant
strategy in the absence of monitoring provided (1−λ)ℓ < (1+ rjt )(ℓ− It), in which case loans must
be monitored. Monitoring is costly as in Diamond [25].

3.2 Households

A mass H of infinitely lived, risk neutral households with discount factor βH are endowed with y
units of the good each period. We assume households are sufficiently patient such that they choose
to exercise their savings opportunities. In particular, households have access to an exogenous safe
storage technology yielding 1 + rs between any two periods with rs ≥ 0 and βH(1 + rs) = 1. They
can also choose to supply their endowment to a bank or to an individual borrower. If matched with
a bank, a household who deposits its endowment there receives rDt whether the bank succeeds or
fails since we assume deposit insurance. Households can hold a fraction of the portfolio of bank
stocks yielding dividends (claims to bank cash flows) and can inject equity to banks. They can
also invest in shares of the representative non-bank, which gives a claim to non-bank cash-flows.
They pay lump-sum taxes/transfers τt, which include a lump-sum tax τDt used to cover deposit
insurance for failing banks, and a tax (transfer if negative) for government debt service of securities
τAt . Finally, if a household was to match directly with an entrepreneur (i.e. directly fund an
entrepreneur’s project), it must compete with bank loans. Hence, the household could not expect
to receive more than the bank lending rate rct in successful states and must pay a monitoring cost.
Since households can purchase claims to bank cash flows, and banks can more efficiently minimize
costly monitoring along the lines of Diamond [25], there is no benefit to matching directly with
entrepreneurs.21

3.3 Banks

As in Diamond [25] commercial banks exist in our environment to economize on monitoring costs
besides diversifying borrower idiosyncratic project risk. Given that the U.S. commercial bank dis-
tribution is characterized by a few large banks and a large number of small banks, we assume there
are two types of banks: θ ∈ {b, f} for big and small - what we call “fringe” - banks, respectively.
Unlike in our earlier paper (Corbae and D’Erasmo [21]), where there are multiple big banks, to keep
the analysis simple, we assume there is a representative big bank if it is active (as in Gowrisankaran
and Holmes [37]). If active, the big bank is a Stackelberg leader in the loan market, each period
choosing a level of loans before fringe banks make their choice of loan supply. Consistent with a
Cournot framework, the dominant bank understands that its choice of loan supply will influence
the interest rate on loans given the best response of fringe banks. A fringe bank takes the interest
rate as given when choosing its loan supply.

At the beginning of each period t after the realization of the aggregate shock zt, the net cash
flows (denoted πiθ,t) for bank i of type θ are realized from its previous lending (denoted ℓiθ,t), liquid

assets (cash and securities, denoted Aiθ,t), and deposits (denoted diθ,t). This defines its beginning

of period equity capital (or net worth) kiθ,t :

kiθ,t = ℓiθ,t +Aiθ,t + πiθ,t − diθ,t. (3)

21Since in our calibrated model loans to per-capita income of households (ℓ/y) strictly exceeds one, it takes more
than one household to fund a loan out of their endowment. We focus on equilibria where group deviations by
households are ruled out, so that a one-shot deviation by a single household to match with an entrepreneur results
in the project not being funded, a dominated strategy which implements Diamond’s arrangement.
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Equation (3) is the bank balance sheet identity where equity and deposits equal loans, securities
and bank net cash holdings. At that point, a bank can choose to exit. If the bank chooses not
to exit, the incumbent is randomly matched with a set of potential household depositors δθ,t. An
incumbent bank then chooses a quantity diθ,t+1 of deposits to accept up to the capacity constraint

δθ,t (i.e., diθ,t+1 ≤ δθ,t where δθ,t ∈ {δ1θ , . . . , δ
N
θ } ⊆ R+) at interest rate rD,iθ,t that it offers each

potential depositor.22 The capacity constraint evolves according to an exogenously given Markov
process Gθ,t+1(δθ,t+1, δθ,t) with realizations which are i.i.d across banks. The value of δθ,t for a new
entrant is drawn from the probability distribution Geθ(δθ,t). Differences in the volatility of funding
inflows we find in the data between big and small banks provide a reason why banks of different
sizes hold different size capital buffers. Since the household can always store at rate rs, we know
rD,iθ,t ≥ rs.

Along with possible seasoned equity injections (denoted eiθ,t ∈ R+), an incumbent bank allocates

its equity capital and deposits to its asset portfolio and pays dividends (denoted Di
θ,t).

23 We
follow Title 12 “Banks and Banking” of the Code of Federal Regulations that states that proposed
dividends cannot exceed a bank’s net income, and restrict dividends Di

θ,t ∈ [0, Et(π
i
θ,t+1)].

24 We

assume liquid assets (e.g. U.S. treasuries) have a return equal to rAt , which the government takes
as given. The incumbent bank’s portfolio and dividend policy must satisfy the following constraint

kiθ,t + eiθ,t + diθ,t+1 ≥ ℓiθ,t+1 +Aiθ,t+1 +Di
θ,t + ζθ(e

i
θ,t, zt) + κiθ + ciθ

(
ℓiθ,t+1, zt

)
, (4)

where ζθ(e
i
θ,t, zt) denotes aggregate state dependent equity issuance costs and [κθ + cθ(ℓ

i
θ,t+1, zt)]

represents non-interest expenses (including monitoring costs which are a function of loans issued).
We assume that ζθ(0, zt) = 0 and ζθ(e

i
θ,t, zt) is an increasing function of eiθ,t and decreasing in zt

(i.e. external financing costs are increasing in the amount of equity issued and less costly in good
times).25 Since the bank’s objective is increasing in dividends Di

θ,t, (4) will hold as an equality
constraint.

As we document in Table 3 below, banks’ cost structures differ across size. We assume that
banks pay non-interest expenses on their loans (as in the delegated monitoring model of Diamond

[25]) that differ across banks of different sizes, which we denote cθ

(
ℓiθ,t+1, zt

)
. Further, as in the

data we assume a fixed cost κθ.
The net cash flow of bank i of type θ after the realization of the next period’s aggregate shock

associated with its current lending and borrowing decisions, πiθ,t+1, is given by

πiθ,t+1 =
{
p(Rct , zt+1)r

c
t − (1− p(Rct , zt+1))λ

}
ℓiθ,t+1 + rAt A

i
θ,t+1 − rDt d

i
θ,t+1. (5)

The first two terms represent the gross return the bank receives from successful and unsuccessful
loan projects, respectively, the third term represents returns on securities, and the fourth represents
interest expenses (payments on deposits).

Combining equation (3) evaluated at t + 1 with equation (4) with equality, we obtain that
beginning-of-next-period equity (or net worth) is given by

kiθ,t+1 = kiθ,t + eiθ,t + πiθ,t+1 −Di
θ,t − ζθ(e

i
θ,t, zt)− κθ − cθ

(
ℓiθ,t+1

)
. (6)

22Anticipating a “recursive” formulation of the bank decision problem, certain state variables chosen in period t
but paying off in period t+ 1 will be denoted qt+1 (e.g. deposits dt+1).

23While less important than deposit funding, unsecured wholesale funding plays a role for some banks, especially
those at the top of the asset distribution. It is beyond the scope of this paper to add an endogenous uninsured
external financing decision besides the choice to issue seasoned equity that we already have on the liability side.

24See https://www.govinfo.gov/app/details/CFR-2011-title12-vol2/CFR-2011-title12-vol2-sec208-5.
25This “reduced form” approach to modeling equity issuance is similar to Cooley and Quadrini [20], Gomes [36],

and Hennessy and Whited [38].
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The law of motion for net worth in (6) makes clear that retained earnings augment net worth and
dividend payouts lower net worth.

Using the definition of equity in (3), when making loan, securities, and deposit decisions, bank
i of type θ faces a constraint that it has to hold sufficient equity at the beginning of the next period
to meet its risk weighted capital requirement in states of the world in which the bank does not
exit. Since ℓiθ,t+1, A

i
θ,t+1, and diθ,t+1 are chosen in period t and πiθ,t+1 is a function of zt+1, that

implies banks need to hold sufficient capital to meet the requirement for all zt+1 such that the bank
chooses to remain active. Denoting the decision to exit by xt+1 ∈ {0, 1} (equal to 1 when the bank
exits), the capital requirement constraint is

kiθ,t+1 ≡ ℓiθ,t+1 +Aiθ,t+1 + πiθ,t+1 − diθ,t+1

≥ ϕθ,t(w
ℓ
θ,tℓ

i
θ,t+1 + wAθ,t(A

i
θ,t+1 + πiθ,t+1)) ∀ zt+1 such that xt+1 = 0, (7)

where ϕθ,t is the capital requirement and
(
wℓθ,t, w

A
θ,t

)
are risk weights associated with loans and

liquid assets, respectively. We will typically take wℓθ,t = 1. Given wℓθ,t > wAθ,t, liquid assets help
relax the capital requirement constraint, but may also lower bank profitability and solvency. This
creates room for a precautionary motive for liquid assets and the possibility that banks hold a
buffer of equity capital above the level required by the regulatory authority.

Another policy proposal is associated with bank liquidity requirements. Basel III [7] proposed
that the liquidity coverage ratio, which is the stock of high-quality liquid assets (which include
government securities) divided by total net cash outflows over the next 30 calendar days, should
exceed 100% under a stress scenario. In the context of a model period being one year, this would
amount to a critical value of 1/12 or roughly 8%. This is also close to the figure for reserve
requirements that is bank-size dependent, anywhere from zero to 10%. For the model, we implement
a liquidity requirement as:

̺θ,td
i
θ,t+1 ≤ Aiθ,t+1 + πiθ,t+1(zt+1 = z), (8)

where ̺θ,t denotes the (possibly) size and state dependent liquidity requirement and cash πiθ,t+1(zt+1 =

z) is evaluated in a stress scenario.26

There is limited liability on the part of banks. This imposes a lower bound equal to zero in
the event the bank exits. In the context of our model, limited liability implies that, upon exit,
shareholders get:

max

{
kiθ,t+1 − ξℓiθ,t+1, 0

}
, (9)

where ξ ∈ [0, 1] measures liquidation costs of an insolvent loan portfolio in the event of exit.
The objective function of the bank is to maximize the expected present discounted value of

future dividends net of equity injections using the manager’s discount factor which can depart from
the households’ discount factor β by the factor γ ∈ (0, 1]:

Et




∞∑

g=0

(γβH)
g
(
Di
θ,t+g − eiθ,t+g

)

 . (10)

We introduce the possibility of agency problems through managerial myopia when γ < 1 along the
lines of Acharya and Thakor [1].27 Since asset markets are incomplete and banks face a minimum

26Notice that an increase in Ai
θ,t+1 and decrease in diθ,t+1 help to satisfy both the risk weighted capital requirement

in (7) and the liquidity coverage ratio in (8).
27There are many papers on managerial myopia providing a foundation for such behavior. See for instance, Stein

[61], who provides a signalling argument, or Minnick and Rosenthal [50], who provide a compensation argument.

13



capital requirement constraint together with equity issuance costs (which in place derive in a concave
value function), in order to obtain a well defined distribution of banks, we need a condition that
guarantees that γβH(1+r

A
t ) < 1, a standard assumption in models with incomplete markets. Since

we assumed βH(1+ rs) = 1 to keep the household decision problem bounded, we assume 1+rs

1+rA
> γ

which assures a bounded distribution over bank net worth.
Entry costs for the creation of banks are denoted by Υb ≥ Υf ≥ 0. Every period a large number

of potential entrants make the decision of whether or not to enter the market after the realization
of zt and incumbent exit but before the realization of δt shocks. Entry costs correspond to the
initial injection of equity into the bank subject to equity finance costs ζθ(Υθ+k

i
e,θ,t, zt), where k

i
e,θ,t

is the entrant’s initial equity injection.

3.4 Non-Bank Lenders

A representative non-bank that discounts the future at rate βH specializes in extending loans
to entrepreneurs in a perfectly competitive market. To keep the analysis simple, the non-bank
is financed with equity raised from the household sector and is not subject to limited liability.
When lending to entrepreneurs non-banks face a marginal monitoring cost cn. Like banks, the
representative non-bank can diversify entrepreneurs’ idiosyncratic risk but it is subject to aggregate
fluctuations. Let πn,t+1 denote the cash flow of the non-bank after the realization of next period’s
aggregate shock associated with its current lending ℓn,t+1 given by

πn,t+1 =
{
p(Rnt , zt+1)r

n
t − (1− p(Rnt , zt+1))λ

}
ℓn,t+1.

Since the non-bank operates in a perfectly competitive market it takes the interest rate rnt as given.
The non-bank lending and dividend/equity issuance policy (Dn,t − en,t) satisfies the following flow
constraint

Dn,t − en,t = πn,t + ℓn,t − ℓn,t+1 − cnℓn,t+1. (11)

The objective function of the non-bank is to maximize the expected present discounted value of
future cash-flows to households

Et




∞∑

g=0

βgH (Dn,t+g − en,t+g)


 , (12)

where ℓn,0 = 0. It is important to note that the non-bank is not subject to regulatory constraints
imposed on commercial banks. We assume that there is free entry into the non-bank sector, and
to simplify the analysis we set the entry cost to zero.

3.5 Information

There is asymmetric information on the part of borrowers and lenders (banks and households).
Only borrowers know the riskiness of the project they choose (Rjt ) and their outside option (ωt).
Success or failure of their project is only observable after observing a cost. To maintain consistency
with payoffs between project choice and outside option, they receive a perfect unobservable signal
about their outside option the prior period. Other information is observable.

3.6 Timing

At the beginning of period t,
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1. Aggregate shock zt and borrower opportunity ωt are realized, which induces project returns
πjE,t for entrepreneurs funded by lender type j ∈ {c, n}, πiθ,t and kiθ,t for incumbent banks,
and πn,t for non-banks.

2. Incumbents decide whether to exit and losses at failing banks determine τDt .

• Capital requirement and liquidity requirement constraints are imposed for continuing
banks.

3. Potential entrants decide whether to enter, which requires an initial equity injection.

4. Funding shocks δt - the mass of potential depositors the bank is matched with - are real-
ized. After observing a private signal about their future opportunities ωt+1, borrowers choose
whether or not ιt ∈ {0, 1} to undertake a project requiring funding and, if so, they draw ǫt.

• Those borrowers who choose to undertake a project choose the type of lender jt ∈ {c, n}
and the level of technology Rjt . All choose how much to save aE,t+1 and retained earnings
It+1 implying a level of consumption.

• The dominant bank chooses how many loans to extend, how many deposits to accept
given depositors’ choices, how many securities to hold, how many dividends to pay, and
equity injections (ℓib,t+1, d

i
b,t+1, A

i
b,t+1,D

i
b,t, e

i
b,t).

• Each fringe bank observes the total loan supply of the dominant bank (ℓib,t+1) and all

other fringe banks (that jointly determine the loan interest rate rLt ) and simultaneously
decide how many loans to extend, how many deposits to accept, how many securities to
hold, how many dividends to pay, and equity injections (ℓif,t+1, d

i
f,t+1, A

i
f,t+1,D

i
f,t, e

i
f,t).

• The representative non-bank chooses how many loans to extend, how many dividends
to pay, and equity injections (ℓn,t+1,Dn,t, en,t).

• Households pay taxes/transfers τt = τDt + τAt to fund deposit insurance (τDt ) and service
government securities (τAt ); choose to store or deposit at a bank, how many banks and
non-bank stocks to hold, equity injections for banks and non-banks; and consume.

4 Equilibrium

This section presents the equilibrium of the model. We start by describing the entrepreneur problem
(which determines the demand for bank loans) and the household problem (which determines the
supply of deposits and seasoned equity to banks and non-banks), followed by the bank problem.

4.1 Entrepreneur Problem

Every period, given rt = {rct , r
n
t }, zt, and the signal for ωt+1, entrepreneurs choose whether (ιt = 1)

or not (ιt = 0) to operate the technology. Conditional on choosing ιt = 1, entrepreneurs observe
ǫt = {ǫct , ǫ

n
t } and choose the type of lender jt ∈ {c, n} and technology to operate Rjt , whether to use

retained earnings It+1 ∈ [0, 1] to internally finance the project, and how much to save aE,t+1 ∈ R+

to solve

max
{aE,t+1,It+1,ιt,jt,{R

j
t}j=c,n}∞t=0

E0

[
∞∑

t=0

βtE

{
(1− ιE,t)(ωt+1 + It) + ιE,t(π

jt
E (r

jt
t , It, R

jt
t , zt+1) + ǫjtt )

+(1 + rs)aE,t − aE,t+1 − It+1

}]

(13)
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where

πjE(r
j
t , It, R

j
t , zt+1) =

{
max{0, (zt+1R

j
t − rjt )ℓ+ (1 + rjt )It} with prob p(Rjt , zt+1)

max{0,−(λ + rjt )ℓ+ (1 + rjt )It} with prob 1− p(Rjt , zt+1)

and aE,0 = I0 = 0 and ω0 given. The expected value of operating the technology with a loan from

lender of type j is πjE(r
j
t , It, R

j
t , zt) = Ezt+1|zt[π

j
E(r

j
t , It, R

j
t , zt+1)] so, the optimal choice of lender

type solves
ΠE(rt, It,Rt, zt, ǫt) = max

j∈{c,n}
{πjE(r

j
t , It, R

j
t , zt) + ǫjt}. (14)

where Rt = {Rct , R
n
t }.

If ηt is the multiplier on the non-negativity constraint on aE,t+1 ≥ 0, the first order condition
for aE,t+1 is given by

ηt = 1− βE(1 + rs). (15)

Since we assume a sufficiently impatient entrepreneur (i.e. βE(1 + rs) < 1), then aE,t+1 = 0.
Similarly, the entrepreneur chooses not to use retained earnings to fund the project (i.e. It+1 = 0
provided βE(1 + rs)(1 + rj) < 1, simply when the loan from lender j is not too costly relative to
current consumption even absent failure).28,29

The solution to (14) together with the optimal choice of technology Rj as a function of rt imply
that the share of borrowers choosing a loan from a commercial bank (i.e. j = c) is

sc(rt, zt) =
exp(απcE(r

c
t , 0, R

c
t(r

c
t , zt), zt))∑

j exp(απ
j
E(r

j
t , 0, R

j
t (r

j
t , zt), zt))

, (16)

and the share of borrowers choosing a loan from a non-bank is 1− sc(rt, zt). The expected value of
taking out a loan evaluated at It = 0 is30

ΠE(rt, zt) =

∫
ΠE(rt, 0,Rt(rt, zt), zt, ǫt)dF (ǫt). (17)

If the entrepreneur undertakes the project financed by lender type j, then an application of the
envelope theorem implies

∂Ezt+1|ztπE(r
j, 0, Rjt , zt+1)

∂rjt
= −Ezt+1|zt [p(R

j
t , zt+1)] < 0. (18)

Thus, participating borrowers (i.e. those who choose to run a project rather than take the outside
option) are worse off the higher is the interest rate on loans. This has implications for the aggregate
demand for loans determined by the participation decision (i.e. ωt+1 ≤ ΠE). In particular, the
demand for loans is given by

Ld(rt, zt) = ℓ

∫ ω

0
1{ωt+1≤ΠE(rt,zt)}dΩ(ωt+1), (19)

28In this case with It+1 = 0, reporting failure is a dominant strategy in the absence of monitoring since (1− λ) <
(1 + rjt ).

29We parameterize the model so entrepreneurs do not retain earnings in order to keep the borrowing decision
tractable. Our parametric assumption implies that commercial bank loan demand elasticity is a lower bound estimate
generating upper bound estimates of the effect of policy changes on interest rates in Section 7.

30The expected value of taking out a loan has a convenient closed form: γE
α

+
1
α
ln

(

∑

j exp(αΠ
j
E(r

j
t , 0, R

j
t (r

j
t , zt), zt))

)

where γE is Euler’s constant.
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where 1{·} is an indicator function that takes the value one if the argument {·} is true and zero
otherwise. Then loan demand from commercial banks is given by

Ld,c(rt, zt) = sc(rt, zt)L
d(rt, zt). (20)

In that case, everything else equal, (18) implies ∂Ld,c(rt,zt)
∂rct

< 0. That is, the bank loan demand

curve is downward sloping. Furthermore, bank market shares are decreasing in bank lending rates
(i.e. ∂sc(rt,zt)

∂rct
< 0) and aggregate loan demand decreases with an increase in bank lending rates

(i.e. ∂Ld(rt,zt)
∂rct

≤ 0).

4.2 Household Problem

The problem of a representative household is

max
{CH,t,ah,t+1,d

c
h,t+1,S

n
t+1,{S

i
θ,t+1}∀i}

∞
t=0

E0

[
∞∑

t=0

βtHCH,t

]
(21)

subject to

CH,t + ah,t+1 + dch,t+1 +
∑

θ

∫
[P iθ,t + 1{eiθ,t=1}(Υθ + kie,θ,t)]S

i
θ,t+1di+ Sn,t+1Pn,t (22)

= y +
∑

θ

∫
(Di

θ,t − eiθ,t + P iθ,t)S
i
θ,tdi+ (1 + rs)ah,t + (1 + rD,ct )dch,t + (Dn,t − en,t + Pn,t)Sn,t − τt,

where P iθ,t and Siθ,t+1 are the post-dividend stock price and stock holding of bank i of type θ,
respectively, and Pnt and Snt+1 are the post-dividend stock price and stock holding of the non-bank
with given initial conditions ah,0 = dch,0 = Siθ,0 = Sn0 = 0. Given exit and entry decision rules, in

cases in which a firm has exited, P iθ,t = 0 on the right-hand side of the budget constraint, and, in

cases in which a firm has entered, P iθ,t > 0 on the left-hand side of the budget constraint.

The first order condition for bank stock holding Siθ,t+1 is:

P iθ,t = βHEzt+1|zt

[
Di
θ,t+1 − kiθ,t+1 + P iθ,t+1

]
,∀i. (23)

We will derive the expression for the equilibrium price of a bank share after we present the bank’s
problem. A similar condition holds for non-bank stock holding.

If banks offer the same interest rates on deposits as households can receive from their storage
opportunity (i.e. rDt+1 = rs), then a household would be indifferent between matching with a bank
and using the autarkic storage technology. In that case, any household who is matched with a bank
would be willing to deposit at the insured bank. Furthermore, the first order condition for saving in
the form of deposits or storage technology implies βH(1+ r

s) = 1, which we assume parametrically.

4.3 Incumbent Bank Problem

We will study equilibria which do not depend on the name i of the bank, only relevant state
variables. Since we will use recursive methods to solve a bank’s decision problem, let any variable
gθ,t be denoted gθ and gθ,t+1 be denoted g′θ. Further, we denote the cross-sectional distribution of
banks or “industry state” by

µ = {µb(k, δ), µf (k, δ)}, (24)

17



where each element of µ is a measure µθ(k, δ) corresponding to active banks of type θ over matched
deposits δ and net worth k at stage 4 in period t of our timing.31 The law of motion for the industry
state is denoted µ′ = F (z, µ, ℓ′b, r

n, z′,M ′
e), where M

′
e = {M ′

e,b,M
′
e,f} denotes the vector of entrants

of each type and the transition function F is defined explicitly below.
After being matched with δθ potential depositors and making them a take-it-or-leave-it deposit

rate offer rDθ , an incumbent bank of type θ chooses loans ℓ′θ, deposits d
′
θ, and asset holdings A′

θ in
order to maximize expected discounted dividends net of equity injections. Following the realization
of z, banks can choose to exit setting xθ = 1 or choose to remain xθ = 0. Given the take-it-or-
leave-it deposit rate offer and that the outside storage option for a household is rs, we know in
equilibrium rDθ = rs.

Given the Stackelberg assumption, the big bank takes into account that its loan supply affects
the bank loan interest rate and that fringe banks will best respond to its loan supply. Differentiating
the bank profit function π′θ defined in (5) with respect to ℓθ we obtain

dπ′θ
dℓ′θ

=
[
prc − (1− p)λ− c′θ︸ ︷︷ ︸

(+) or (−)

]
+ ℓ′θ

[
p︸︷︷︸
(+)

+
∂p

∂Rc
∂Rc

∂rc
(rc + λ)

︸ ︷︷ ︸
(−)

] drc
dℓ′θ︸︷︷︸
(−)

. (25)

The first bracket represents the marginal change in profits from extending an extra unit of loans.
The second bracket corresponds to the marginal change in profits due to a bank’s influence on
the interest rate it faces. This term depends on the bank’s market power; for big banks drc

dℓ′b
< 0

while for fringe banks drc

dℓ′f
= 0. Note that a change in interest rates also endogenously affects the

fraction of delinquent loans faced by banks (the term ∂p
∂Rc

∂Rc

∂rc
< 0). That is, given limited liability

entrepreneurs take on more risk when their financing costs rise.
Let the total supply of loans by fringe banks as a function of the aggregate state {z, µ} and the

big bank’s choice of loans ℓ′b be given by

Lsf (z, µ, ℓ
′
b, r

n) =

∫
ℓ′f (k, δ; z, µ, ℓ

′
b, r

n)µf (dk, dδ). (26)

The loan supply of fringe banks is a function of the big bank’s loan supply ℓ′b because fringe banks
move after the big bank.

The value of an incumbent bank in period t (at stage 4) consistent with the manager’s choice
over {{ℓ′θ, A

′
θ, eθ} ≥ 0,Dθ ∈ [0, E[π′θ]], d

′
θ ∈ [0, δθ], x

′
θ ∈ {0, 1}} is given by

Vθ(kθ, δθ; z, µ, χ, r
n) = max

{ℓ′θ,A
′
θ,eθ}≥0,Dθ∈[0,E[π′

θ]],d
′
θ∈[0,δθ]

{
Dθ − eθ (27)

+γβHEz′|z

[
max

x′θ∈{0,1}

{
(1− x′θ)Eδ′θ ,rn

′ |δθ,rn
Vθ(k

′
θ, δ

′
θ; z

′, µ′, χ′, rn
′
) + x′θV

x
θ (k

′
θ, ℓ

′
θ)
}]}

31It should be understood that µb is a counting measure.
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s.t.

kθ + d′θ + eθ ≥ ℓ′θ +A′
θ +Dθ + ζθ(eθ, z) + [κθ + cθ

(
ℓ′θ, z

)
] (28)

k′θ = π′θ + ℓ′θ +A′
θ − d′θ (29)

k′θ ≥ ϕθ,z(w
ℓ
θℓ

′
θ + wAθ,z(A

′
θ + π′θ)) ∀x′θ = 0 (30)

̺θ,zd
′
θ ≤ A′

θ + π′θ(z
′ = z) (31)

Ld,c(r, z) = ℓ′b + Lsf (z, µ, ℓ
′
b, r

n) (32)

µ′ = F (z, µ, ℓ′b, r
n, z′,M ′

e), (33)

where the value function in (27) is defined over individual states {kθ, δθ}, aggregate states {z, µ},
and χ = ∅ if θ = b and is ℓ′b if θ = f . This latter variable takes into account that fringe banks
take as given the loan supply decision by the big bank in this Stackelberg game (not only on the
equilibrium path but any arbitrary value of ℓ′b).

Equations (28) to (31) are the bank’s budget constraint, balance sheet constraint, capital re-
quirement constraint, and liquidity coverage ratio constraint, respectively. Equation (32) is the
market-clearing condition which is included since the dominant bank must take into account its
impact on prices. For any given µ, Lsf (z, µ, ℓ

′
b, r

n) can be thought of as a “reaction function” of
fringe banks to the loan supply decision of the dominant bank. Changes in ℓ′b affect the equilibrium
interest rate through its direct effect on the aggregate loan supply (first term) but also through the
effect on the loan supply of fringe banks (second term). Equation (33) corresponds to the evolution
of the aggregate state to be defined below. The liquidation value of the bank for a given n′θ and ℓ

′
θ

is

V x
θ (k

′
θ, ℓ

′
θ) = max

{
0, k′θ − ξθℓ

′
θ

}
. (34)

The lower bound on the exit value in (34) is associated with limited liability where ξθ is the
liquidation cost of the loan portfolio of an insolvent bank.

The solution to this problem provides value functions as well as bank decision rules that can
be written as ℓ′θ(kθ, δθ; z, µ, χ, r

n), A′
θ(kθ, δθ; z, µ, χ, r

n), Dθ(kθ, δθ; z, µ, χ, r
n), eθ(kθ, δθ; z, µ, χ, r

n),
d′θ(kθ, δθ; z, µ, χ, r

n), and x′θ(kθ, δθ; z, µ, χ, r
n, z′).

Now that we have presented the problem of an incumbent bank, we can show how the price
of a bank’s shares and the value of a bank are related. After normalizing the number of shares of
each bank to 1, the price of a share of a non-exiting bank of type θ in state (kθ, δθ; z, µ, χ, r

n) after
dividends have been paid and equity injected is defined by

Pθ(kθ, δθ; z, µ, χ, r
n) ≡ V ∗

θ (kθ, δθ; z, µ, χ, r
n)− (Dθ(kθ, δθ; z, µ, χ, r

n)− eθ(kθ, δθ; z, µ, χ, r
n)), (35)

where V ∗
θ (kθ, δθ; z, µ, χ, r

n) denotes the value of the expected discounted stream of net cash-flows us-
ing the household discount factor. Thus, substituting (35) into the household’s first order condition
for its stock choice in equation (23) yields

Pθ(kθ, δθ; z, µ, χ, r
n) = βHEz′,δ′|z,δ

[
Dθ(k

′
θ, δ

′
θ; z

′, µ′, χ′, rn
′
)− eθ(k

′
θ, δ

′
θ; z

′, µ′, χ′, rn
′
) + P ′

θ(k
′
θ, δ

′
θ; z

′, µ′, χ′, rn
′
)
]

⇐⇒ V ∗
θ (kθ, δθ; z, µ, χ, r

n)− (Dθ(kθ, δθ; z, µ, χ, r
n)− eθ(kθ, δθ; z, µ, χ, r

n))

= βHEz′,δ′|z,δ

[
V ∗
θ (k

′
θ, δ

′
θ; z

′, µ′, χ′, rn
′
)
]
. (36)

Equation (36) can be re-arranged to be identical to the value of a continuing bank defined in (27)
when managers’ and households’ preferences are aligned (i.e. when γ = 1) while Vθ(·) ≤ V ∗

θ (·)
otherwise.
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4.4 Bank Entry

Next we turn to the value of entry. Both the industry state µ and the incumbent value function
above in (27) are defined for stage 4 in period t of our timing. However, the entry decision is at
stage 3 after exit but before the current mass of entrants Me,θ is known (so that µ is not yet fully
defined at that stage). Hence, we will define the entry value function in terms of stage 3 for period
t+ 1. In particular, the value of entry net of entry costs for banks of type θ is given by

V e
θ (z, µ, ℓ

′
b, r

n, z′,M ′
e,θ) ≡ max

k′e,θ

{
− (k′e,θ +Υθ)(1 + ζθ(k

′
e,θ +Υθ, z

′)) (37)

+Eδ′,rn′Vθ(k
′
e,θ, δ

′
θ, z

′, F (z, µ, ℓ′b, r
n, z′,M ′

e,θ), χ
′, rn

′
)
}
.

Potential entrants will decide to enter if V e
θ (z, µ, ℓ

b′ , rn, z′,M ′
e,θ) ≥ 0. The argmax of equation

(37) for those firms that enter defines the initial equity injection of banks. The mass of entrants is
determined endogenously in equilibrium. Free entry implies that

V e
θ (z, µ, ℓ

′
b, r

n, z′,M ′
e,θ)×M ′

e,θ = 0. (38)

That is, in equilibrium, either the value of entry is zero, the number of entrants is zero, or both.

4.5 Evolution of the Cross-Sectional Bank Size Distribution

The distribution of banks evolves according to µ′ = F (z, µ, ℓ′b, r
n, z′,M ′

e) where each component is
given by:

µ′θ(k
′
θ, δ

′
θ) =

∫ ∑

δθ

(1− x′θ(kθ, δθ; z, µ, χ, r
n, z′))1{k′θ=k

′
θ(kθ,δθ,z,µ,χ,z

′))}Gθ(δ
′
θ, δθ)dµθ(kθ, δθ) (39)

+M ′
e,θ1{k′θ=k

′
e,θ(z,µ,ℓ

′
b,r

n,z′,M ′
e,θ)}

Ge,θ(δθ).

Equation (39) makes clear how the law of motion for the distribution of banks is affected by entry
and exit decisions.

4.6 Funding Deposit Insurance and Servicing Securities

The government collects lump-sum taxes (or pays transfers if negative) denoted τ that cover the
cost of deposit insurance τD and the net proceeds of issuing securities τA.

Across all states (z, µ, z′), τD must cover deposit insurance in the event of bank failure. Let
post-liquidation net transfers be given by

∆′
θ(kθ, δθ, z, µ, r

n, z′) = (1 + rD)d′θ −
{
p(Rc, z′)(1 + rc) + (1− p(Rc, z′))(1 − λ)− ξθ

}
ℓ′θ − (1 + rA)A′

θ,

where ξθ ≤ 1 is the post-liquidation value of the bank’s loan portfolio. Then aggregate taxes are
given by

τD
′
(z, µ, rn, z′) =

∑

θ

[∫ ∑

δ

x′θmax{0,∆′
θ(kθ, δθ, z, µ, r

n, z′)}dµθ(kθ, δθ)

]
. (40)

Let A′ denote the aggregate demand of securities given by

A′(z, µ, rn) =
∑

θ



∫ ∑

δθ

A′(kθ, δθ; z, µ, r
n)dµθ(kθ, δθ)


 .
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Then, assuming that the government supplies all the securities that the banking sector demands at
price rA (i.e. the supply of domestic securities is perfectly elastic), the tax (transfers if negative)
necessary to cover the net proceeds of issuing government securities is given by

τA
′
(z, µ, rn, z′) = A′(1 + rA)−A′′(z′, µ′(z, µ, rn, z′,M ′

e(z, µ, r
n, z′)), rn

′
). (41)

As a result, the per-capita taxes are

τ ′(z, µ, rn, z′) = τD
′
(z, µ, rn, z′) + τA

′
(z, µ, rn, z′). (42)

4.7 Non-Bank Problem

The representative non-bank operates in a competitive industry, so when making lending decisions
it takes the loan interest rate rnt as given. In any state z, and taking into account that β(1+rs) = 1,
the first order condition of the non-bank with respect to ℓnt+1 is given by

rs = Ez′|z
[
p(Rs(rn, z), z′)− (1− p(Rn(rn, z), z′))λ

]
− cn(1 + rs), (43)

where Rn(rn, z) is the optimal choice of technology by the entrepreneur when taking a loan from a
non-bank facing interest rate rn. Equation (43) is one equation in one unknown which pins down
the interest rate rn of the non-bank sector as a function of z. The fact that rn is independent of
the entire distribution of banks is a form of block recursivity as in Menzio and Shi [48]. Evaluating
the non-bank loan demand at this price we can determine the level of lending of the non-bank.
Equation (43) also makes clear that the expected net return between a bank deposit and non-bank
investment is equalized, with the spread depending on cn. However, while depositing with a bank
guarantees a risk-free return (since there is deposit insurance), equity injections in a non-bank are
subject to aggregate risk.

4.8 Definition of Equilibrium

Given policy parameters (rs, rA, ϕθ,z, w
ℓ
θ,z, w

A
θ,z, ̺θ,z), a pure strategy Markov Perfect Industry Equi-

librium (MPIE) is a set of entrepreneur financing choices {a′E , I
′, ι, Rj}, a set of household saving

choices {a′h, d
′
h, S

′
θ, ς

′}, bank values and decisions {Vθ, ℓ
′
θ, d

′
θ, A

′
θ,Dθ, eθ, x

′
θ, V

e
θ }, a cross-sectional

distribution of banks µ, the mass of entrants M e
θ , a bank loan interest rate rc(µ, z), a non-bank

loan interest rate rn(z) a deposit interest rate rD, stock prices Pθ and Pn, and a tax function τz
such that:

1. Given r = {rc, rn} and rs, {a′E , I
′, ι, Rj} are consistent with entrepreneur optimization (13)

inducing an aggregate loan demand function Ld(r, z) in (19) and the corresponding share of
commercial bank lending sc(r, z) in (16).

2. Given rD = rs, Pθ, and P
s, {a′h, d

′
h, S

′
θ, ς

s′} are consistent with household optimization (21)-
(22) inducing a deposit matching process.

3. Given the loan demand function, {ℓ′n,Dn, en} are consistent with non-bank optimization (43).

4. Given the loan demand function and deposit matching process, {Vθ, ℓ
′
θ, d

′
θ, A

′
θ,Dθ, eθ, x

′
θ} are

consistent with bank optimization (27)-(33) inducing an aggregate loan supply function ℓ′b +
Lsf (z, µ, ℓ

′
b) where L

s
f is defined in (26).

5. The initial equity injection rule is consistent with entrant bank optimization (37) and the
free-entry condition is satisfied (38).
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6. The law of motion for the industry state induces a sequence of cross-sectional distributions
that are consistent with entry, exit, and asset decision rules in (39).

7. The bank interest rate rc(µ, z) is such that the bank loan market clears. That is,

Lc,d(r, z) = ℓ′b + Lsf (z, µ, ℓ
′
b, r

n).

8. The non-bank interest rate rn(µ, z) is such that the non-bank loan market clears. That is,

Ln,d(r, z) = ℓ′n.

9. Bank and non-bank stock prices satisfy versions of (35).

10. Across all states (z, µ, z′), taxes/transfers τ ′(z, µ, z′) cover the cost of deposit insurance in
(40) and the net proceeds of government securities issuance in (41).

5 Parameterization

In order to avoid having a low probability event like the financial crisis play a disproportionate role
in our analysis, our estimation strategy is to choose model parameters to match data moments over
the period 1984 to 2007. To account for the possibility of a financial crisis, we add a crisis state
to our shock process that is consistent with data from 1984 to 2016. Thus, banks in our model
make decisions recognizing a crisis may occur. To accomplish this strategy, we simulate panels of
24 model periods and drop those panels which include a crisis when estimating the parameters for
our baseline case.

Further, to understand the role that market structure plays in our analysis, here we also consider
a separate calibration exercise where we set the entry cost for big banks (Υb) to infinity and re-
calibrate a perfectly competitive model where market power plays no role. We then assess the two
models’ predictions for untargeted moments in subsection 5.3.

5.1 Data Targets and Functional Forms

We use several data sources to calibrate the model. A model period is one year. Our main source
for bank level variables (and aggregates derived from it) is the Consolidated Reports of Condition
and Income for Commercial Banks (regularly called “call reports”).32 We aggregate commercial
bank level information to the Bank Holding Company Level. We also use the TFP series for the
U.S. Business Sector, produced by John Fernald [33] and data provided by the Federal Deposit
Insurance Corporation to identify bank failures and losses in the event of failure. Our calibration
strategy involves a set of parameters taken directly from the data and a second set using Simulated
Method of Moments (SMM).

We begin with the parameterization of the four stochastic processes: F (z′, z), Gθz′(δ
′, δ), p(R, z′),

and Ω(ω). To calibrate the stochastic process for aggregate technology shocks F (z′, z), we detrend
the sequence of TFP using the H-P filter and estimate the following equation:

log(zt) = ρz log(zt−1) + uzt ,

32Source: FDIC, Call and Thrift Financial Reports, Balance Sheet and Income Statement
(http://www2.fdic.gov/hsob/SelectRpt.asp?EntryTyp=10). See Appendix A-1 for a full description of the variables
used in the paper.
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with uzt ∼ N(0, σuz ). Once parameters ρz and σuz are estimated, we discretize the process using the
Tauchen [62] method. We set the number of grid points to four, that is zt ∈ Z = {zC , zB , zM , zG}
(for “crisis”, “bad”, “median”, “good”). We choose the grid in order to capture the infrequent
crisis states we observe in the data. In particular, we choose zM to match the mean of the process
normalized to 1 (i.e. zM = 1), select zB (“bad times”) and zG (“good times”) so they are at 1.25
standard deviations from zM and set the value of zC (“crisis” state) to be at 2.5 standard deviations
below the mean to be consistent with the observed TFP levels during the 1982 recession and the
last financial crisis (years 2008/2009).33

As discussed above, moments from the Call Report data are computed beginning in 1984 (due
to an overhaul of the data in that year) and end in 2007 (due to the unconventional government
intervention since 2008 which is not part of our model). When performing the estimation exercise,
moments from the model are computed using samples of 24 years that do not include observations
with the crisis state z = z1.

34

We identify “big” banks with the top 10 banks (when sorted by assets) and the fringe banks with
the rest.35 When calibrating the model with Υb → ∞ we use moments from the entire distribution
of banks. As in Pakes and McGuire [53] we restrict the number of big banks by setting the entry
cost to a prohibitively high number if the number of incumbents after entry and exit exceeds a given
number. In our application, there will be at most one representative big bank and a continuum of
potential fringe entrant banks. When calibrating the perfectly competitive counterfactual model
(i.e., the model that sets Υb = ∞) we use moments from the entire distribution of banks. For this
reason we provide moments for the Top 10, the competitive fringe (i.e., all banks outside the top
10), and all banks.

Provided that rA > rs (which occurs in our sample period), the solution to our problem implies
that the deposit capacity constraint binds in all states. Hence, we can approximate the constraint
using information on deposits from our panel of commercial banks in the U.S. In particular, af-
ter controlling for firm and year fixed effects as well as a time trend, we estimate the following
autoregressive process for log-deposits for bank i of type θ in period t:

log(δiθ,t) = (1− ρdθ)υ
0
θ,t + ρdθ log(δ

i
θ,t−1) + uiθ,t, (44)

where δiθ,t is the sum of deposits and other borrowings in period t for bank i, and uiθ,t is iid and

distributed N(0, σ2θ,u).
36 Since this is a dynamic model we use the method proposed by Arellano

and Bond [6]. To keep the state space workable, we again apply the method proposed by Tauchen
[62] to obtain a finite state Markov representation Gθz′(δ

′, δ) to the autoregressive process in (44).
We assume a 3 state Markov process for big banks and a 5 state Markov process for fringe banks.
To apply Tauchen’s method, we use the estimated values of equation (44) that we present in Table
2. Since we work with a normalization in the model (i.e., zM = 1), the mean υ0θ,t in (44) is not
directly relevant. Instead, we include the mean of the finite state Markov process, parameterized
as µdθ(zt) = µdθz

2
t , as one of the parameters to be estimated via SMM. From these estimates, we

33Appendix A-1.1 presents the support and transition matrix for aggregate shocks.
34All averages from the Call Report data correspond to asset-weighted averages. That is, the average of variable x

in year t equals x̂ =
∑Nt

i=1 w
i
tx

i
t, where wi

t is the ratio of assets of bank i in year t to total assets in year t and xit is
the observation of variable x for bank i in year t.

35As of December 2016, most of the banks in the group of Top 10 were classified as Global Systemically Important
Banks (G-SIBs). The exceptions are U.S. Bankcorp, PNC Financial Services, and Toronto Dominion Group US.
While not classified as GSIBs, these three banks are still above the $250 billion asset threshold for the size dependent
policies that we study.

36One could enrich this specification to include a jump process which would be a reduced form way to model
random mergers that discretely increase the size of the bank.
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can construct the variance of deposits by bank size (i.e. σθ,d =
σθ,u

(1−(ρdθ)
2)1/2

) that we present in the

last column of Table 2. Thus, consistent with big banks having a geographically diversified pool
of funding (see Liang and Rhoades [45] and Aguirregabiria et al. [3]), big banks have less volatile
funding inflows, which is one important factor explaining why they hold a smaller capital buffer in
our model.

Table 2: Deposit Process Parameters

ρdθ σθ,u σθ,d
Top 10 Banks 0.704 0.131 0.184
Fringe Banks 0.881 0.173 0.365
All Banks 0.882 0.173 0.366

Note: Top 10 refers to Top 10 banks when sorted by assets. Fringe Banks refers to all banks outside the top 10.
Source: Consolidated Reports of Condition and Income

We parameterize the stochastic process for the borrower’s project as follows. For each borrower,
let s = αpz′ − ψ0Rψ

1
+ εe, where εe is iid (across agents and time) and drawn from N(0, σ2ε ). We

define success to be the event that s > 0, so in states with higher z or higher εe success is more
likely. Then

p(R, z′) = 1− Pr(s ≤ 0|R, z′)

= 1− Pr
(
εe ≤ −αpz′ + ψ0Rψ

1
)

= Φ
(
αpz′ − ψ0Rψ

1
)
, (45)

where Φ(x) is a normal cumulative distribution function with zero mean and variance σ2ε . The
stochastic process for the borrower outside option, Ω(ω), is simply taken to be the uniform distri-
bution [0, ω]. We normalize the aggregate endowment of households Hy to 1 and calibrate H (the
mass of households) to H = 4.882, which is consistent with a fraction of entrepreneurs in the total
population ( 1

1+H ) equal to 17% that corresponds to the value reported in Quadrini [56].
We estimate the marginal cost of producing a loan and the fixed cost following the empirical

literature on banking (see, for example, Berger et al. [12]).37 The marginal cost is derived from
an estimate of marginal net expenses that is defined to be marginal non-interest expenses net
of marginal non-interest income. Marginal non-interest expenses are derived from the following
trans-log cost function:

log(NIEit) = g1 log(W
i
t ) + ς1 log(ℓ

i
θ,t) + g2 log(q

i
t) + g3 log(W

i
t )

2 (46)

+ς2[log(ℓ
i
t)]

2 + g4 log(q
i
t)

2 + ς3 log(ℓ
i
t) log(q

i
t) + ς4 log(ℓ

i
t) log(W

i
t )

+g5 log(q
i
t) log(W

i
t ) +

∑

j=1,2

gj6t
j + g8,t + gi9 + ǫit,

where NIEiθ,t is non-interest expenses (calculated as total expenses minus the interest expense
on deposits, the interest expense on federal funds purchased, and expenses on premises and fixed
assets), gi9 is a bank fixed effect, W i

t corresponds to input prices (labor expenses over assets), ℓit
corresponds to real loans (one of the two bank i’s outputs), qit represents safe securities (the second
bank output), the t regressor refers to a time trend, and g8,t refers to time fixed effects. We estimate

37The marginal cost estimated is also used to compute our measure of Markups and the Lerner Index.
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this equation by panel fixed effects with robust standard errors clustered by bank.38 Non-interest
marginal expenses are then computed as:

Mg Non-Int Exp. ≡
∂NIEit
∂ℓit

=
NIEit
ℓit

[
ς1 + 2ς2 log(ℓ

i
t) + ς3 log(qit) + h4 log(W

i
t )
]
. (47)

The estimated (asset-weighted) average of marginal non-interest expenses is reported in the second
column of Table 3. Marginal non-interest income (Mg Non-Int Inc.) is estimated using an equation
similar to equation (46) (without input prices) where the left hand side corresponds to log total
non-interest income. The estimated (asset-weighted) average of marginal non-interest income is
reported in the first column of Table 3. Net marginal expenses (Mg Net Exp.) are computed
as the difference between marginal non-interest expenses and marginal non-interest income. The
estimated (asset-weighted) average of net marginal non-interest expenses is reported in the third
column of Table 3. The fixed cost κθ is estimated as the total cost on expenses of premises and
fixed assets. The estimated (asset-weighted) average fixed cost (scaled by loans) is reported in the
fourth column of Table 3. The final column of Table 3 presents our estimate of average costs for
big and small banks. We find a statistically significant lower average cost for big banks than small
banks. This is consistent with increasing returns as in the delegated monitoring model of Diamond
[25] and with empirical evidence on increasing returns as in, among others, Berger and Mester [15].

Table 3: Banks’ Cost Structure

Mg Non-Int Mg Non-Int Mg Net Exp. Fixed Cost Avg.
Moment (%) Inc. Exp. cθ(ℓ

′
θ, zt) κθ/ℓθ Cost

Top 10 Banks 4.48† 4.89† 0.41† 0.84 1.25†

Fringe Banks 2.09 3.61 1.52 0.73 2.26
All Banks 2.95 4.08 1.13 0.77 1.91

Note: Note: Top 10 Banks refers to Top 10 banks when sorted by assets. Fringe Banks refers to all banks outside

the top 10. † denotes statistically significant difference between the Top 10 and the rest. Mg Non-Int Inc. refers

to marginal non-interest income, Mg Non-Int exp. to marginal non-interest expenses. Mg Net Exp. corresponds

to net marginal expense and it is calculated as marginal non-interest expense minus marginal non-interest income.

Fixed cost κθ is scaled by loans. Data correspond to commercial banks in the U.S. Source: Consolidated Reports of

Condition and Income

To calibrate rD = rs we target the average cost of funds computed as the ratio of interest
expense on deposits and federal funds purchased over total deposits plus federal funds purchased,
which equals 0.68%. Similarly, we calibrate rA to the ratio of interest income from safe securities
over the total safe securities (net of marginal not interest expenses on securities), which results in
a value equal to 1.85%.39

With the estimates of banks’ cost structure (i.e., rD and marginal net expenses), we can compute
the bank loan markup (that was discussed in Section 2). In particular, the markup is defined as

mi
t =

priceit
mcit

− 1, (48)

38We eliminate bank-year observations in which the bank organization is involved in a merger or the bank is flagged
as being an entrant or a failing bank. We only use banks with three or more observations in the sample.

39The nominal interest rate is converted to a real interest rate by using CPI inflation (we use the realized inflation
rate as a measure of expected inflation).
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where priceit denotes a measure of price and mcit the marginal cost in period t for bank i. As we
discussed in Section 2, we find that average markups have been rising over time and the rise has
been fueled by the upper tail of the distribution. We estimate priceit as the ratio of interest income
from loans to total loans and mcit as the ratio of interest expenses from deposits and fed funds over
deposits (rD) and fed funds plus marginal net non-interest expenses (as reported in column 3 of

Table 3). Similarly, the Lerner index is computed as lernerit = 1−
mcit
priceit

.

We parameterize the cost function in the model as

cθ(ℓ
′
θ, zt) = cθ,0ztℓ

′
θ + cθ,1zt(ℓ

′
θ)

2. (49)

We incorporate the estimated average marginal net expenses in our SMM procedure to help pin
down the parameters of this function. We also use the estimates of the fourth column of Table 3
to pin down the fixed operating costs in the model.

The parameter λ is set to 0.397 to be consistent with the average charge-off rate that equals
0.728% in the data at the observed default frequency of 1.832%. The liquidation value of the loan
portfolio (1 − ξθ) is estimated using data from the FDIC. We set ξb = ξf = 0.1965. The equity
issuance cost function is parameterized as follows: ζθ(e, z) = (ζθ,0e + ζθ,1e

2)(z4
z
)ζz . The quadratic

form for equity issuance is relatively standard in the corporate finance literature (e.g. Henessy and
Whited [38]) and the term (z4

z
) captures, in a parsimonious way, changes in the cost of external

finance along the business cycle (consistent with the evidence presented in McLean and Zhao [47]
and the “financial accelerator” literature pioneered in Bernanke and Gertler [13]). We estimate the
parameters of this function by allowing equity issuance costs to depend explicitly on bank type. As
our estimates show below, equity issuance costs are significantly lower for big than for small banks
(much in line with the evidence described in Hughes, Mester, and Moon [39]).

In our benchmark parameterization, we use values associated with regulation in place before
Basel III and the recent financial crisis. Thus we set the minimum level of the bank equity risk-
weighted capital ratio for both types of banks to 4%. That is, ϕb,z = ϕf,z = 0.04 for all z and
wAθ,z = 0 for all θ and z.

Since we do not observe failure or entry by big banks during the calibration period (1984-2007),
identification of Υb is challenging. We set the value of Υb to be the maximum value such that if
a big bank failure were to occur a big bank would replace the failed bank immediately. The entry
cost is kept constant for all our counterfactuals.

This leaves us with 23 parameters to estimate via simulated method of moments (SMM):40

{αp, ψ0, σε, ψ
1, ω, α, ℓ, γ, µdb , µ

d
f , cb,0, cb,1, cf,0, cf,1, κb, κf , ζb,0, ζb,1, ζf,0, ζf,1, ζz,Υf , c

n}.

To pin down these parameters, except for a few data moments, we use the data for commercial banks
described in Section 2 and in our companion paper. One of the extra moments is the average real
equity return (12.94%) as reported by Diebold and Yilmaz [28], added to help identify parameters
associated with the borrower’s return pz′R.41,42 The other moment is the elasticity of loan demand
(-1.10) as estimated by Bassett, et al. [8]. As a way to determine the size of the commercial banking
sector in the economy we use the deposits in commercial banks to GDP ratio and the loans and
leases in commercial banks to GDP ratio, which average 38.13% and 33.71%, respectively, during

40Definitions to connect model moments to the data appear in Table A.1 in the Appendix.
41Our target lies within the estimates presented in Appendix 9 “Return on Assets” (Figure 9.1) in DeLoecker, et al.

[26]. The average return on assets weighted by revenues (which would be consistent with our model) varies between
approximately 8% in 1984 and 34% in 2008.

42As we discussed in the equilibrium section we require βE(1 + rjt )(1 + rs) < 1 so that there are no incentives for
the entrepreneur to retain earnings. At the estimated parameters this implies that βE < 0.947.
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our calibration period. To pin down the size of the commercial banking sector relative to the overall
size of the financial sector (i.e., the sum of the banking sector plus the non-banking sector), we rely
on estimates from the literature. As determining the size of the non-banking sector is difficult and
depends on the definition used, estimates of the ratio of bank loans to total credit (i.e., a measure
that includes the non-banking sector) vary significantly from a lower bound of 35% (see Pozsar et
al. [55]) to an upper bound of 65% (see Gallin [35]). We use the middle range of these estimates
and target a bank loan to total credit ratio equal to 50% for our calibration period (1984-2007).

The set of targets from commercial bank data includes the loan interest margin (4.68%) that
is defined as the difference between the estimated loan interest rate and the cost of deposits, the
standard deviation of the default frequency (0.98%), the standard deviation of bank credit to output
ratio (0.43%), the loan default frequency (1.83%), marginal net expenses and fixed costs by bank
size (as reported in Table 3), equity issuance over assets by bank size (0.02% and 0.11% for big and
fringe banks, respectively), the bank failure and entry rate (1.07% and 1.65%, respectively), and
the dividend to asset ratio by bank size (0.61% and 0.63% for big and fringe banks, respectively).

We also target some important components of the balance sheet of the banks. While the balance
sheet in our model is fairly rich and considers the most important pieces of its empirical counterpart
such as loans, cash and securities, deposits and equity, in order to connect the model’s balance sheet
with the one in the data that contains several additional items, we proceed as follows in Table 4.
We identify loans in the model with the reported value for risk-weighted assets. Since there are two
assets in the model, loans (risky assets) and cash and securities (safe assets), once we determine
the ratio of risk-weighted assets to total assets (loans to assets in the model) by bank size, the
ratio of cash and securities can be obtained as a residual.43 One of the main counterfactuals in
the paper evaluates changes in capital regulation, so we target the risk-weighted Tier 1 capital
ratio by bank size (equity to loans in the model). The risk-weighted capital ratio together with
risk-weighted assets to total asset ratio imply the equity to asset ratio and the ratio of deposits
to total assets in the model. While our simplified balance sheet lumps insured deposits together
with other borrowings in Deposits & Borrowings to Total Assets in Table 4, insured deposits and
borrowings with little to no risk make up between 77% and 92% of that total.44

Table 4: Banks’ Balance Sheet by Size

Assets Top 10 Fringe All Banks

Cash & Securities 21.55 26.16 24.15
Loans (risk-weighted assets) 78.45 73.83 75.85

Liabilities

Deposits & Borrowings 93.36 91.06 92.10
Equity 6.64 8.94 7.90

Capital Ratio (risk-weighted) 8.48 12.10 10.42

Note: All variables except capital ratio (risk-weighted) are reported as the ratio to total assets. Data

correspond to commercial banks in the U.S. Source: Consolidated Reports of Condition and Income

The computation of the model is a nontrivial task. We solve the model using an extension of
the algorithm proposed by Ifrach and Weintraub [40] adapted to our environment. This entails

43Tables A.2 and A.3 in Appendix A-1 describe the variables used for the balance sheet classification fully.
44Specifically, out of the average of total deposits and borrowings by U.S. commercial banks during our calibration

period, insured deposits represent 77.4%, federal funds purchased 7.9%, other borrowed money 7.1% (which includes
borrowings from Federal Home Loan banks collateralized by mortgages and mortgage related assets), trading liabilities
3.4%, and other liabilities 4.1%.
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approximating the distribution of banks by a finite number of moments.45 In short, the solu-
tion entails keeping track of all the states of the dominant player (i.e., the big bank), aggregate
productivity z, and approximating the evolution of the distribution of fringe banks using a finite
set of moments (specifically, the mass of fringe banks denoted M and average liabilities of fringe
banks denoted K. It is possible to show that the solution to equation (43) leads to rn being
a function only of z. Consistent with the methods in Ifrach and Weintraub [40], the continua-
tion value for fringe banks is evaluated using the equilibrium loan decision of the big bank (i.e.
Vf (kf , δf ; z, µ, ℓ

′

b(kb, δb; z, µ, r
n(z)), rn(z))).46 Thus, the approximation implies that the state space

of the big bank is {kb, δb, z,K,M} and the state space of any fringe bank is {kf , δf , kb, δb, z,K,M}.

5.2 Estimation Results

Tables 5.a and 5.b show the estimated parameters, corresponding to those chosen outside and
inside the model, respectively, and Table 6 provides the moments generated by our baseline model
with imperfect competition and a perfectly competitive model relative to the data. As a fraction
of assets, fringe banks issue more equity than the big bank (as in the data), despite significantly
higher equity issuance costs for fringe banks than for the big bank (consistent with Hughes and
Mester [39]). As in Berger and Mester [15] and the theory behind Diamond [25], our imperfectly
competitive model delivers the observed increasing returns as average costs for big banks are smaller
than those of fringe banks (which can be seen from Table 6 as the sum of net non-interest expenses
plus fixed costs over loans equals 1.69 and 3.18 for big and fringe banks, respectively). Since all these
estimated costs play a role in determining lending and external finance decisions, they influence
the bank’s capital buffer, which in turn influences stability. We find that the model with imperfect
competition slightly under-predicts bank failure rates while the model with perfect competition
over-predicts it.

Table 5.a: Model Parameters (chosen outside the model)

Imperfect Perfect
Parameter Competition Competition Target
Autocorrel. z ρz 0.299 0.299 TFP US (Fernald/SanFran Fed)
Std. Dev. Error σuz 0.010 0.010 TFP US (Fernald/SanFran Fed)
Crisis state zc 0.976 0.976 TFP US (Fernald/SanFran Fed)
Mass Households H 4.882 4.882 Fraction Entrepreneurs
Household Endowment y 0.205 0.205 Normalization (Hy = 1)
Deposit interest rate (%) rs = rd 0.688 0.688 Int. expense
Securities Return (%) ra 1.851 1.851 Return Safe Securities
Charge-off rate λ 0.397 0.397 Charge off rate
Autocorrel. Deposits (b, f) ρdθ (0.70, 0.881) (·, 0.882) Deposit Process (top 10,fringe)
Std. dev. Error (b, f) σd

θ,u (0.13, 0.1726) (·, 0.1727) Deposit Process (top 10,fringe)

Salvage value ξ 0.1965 0.1965 Recovery Failures (FDIC)
Cap requirement weights (b, f) ((wℓ

θ , w
A
θ )) ((1, 0), (1, 0)) (·, (1, 0)) Basel II Capital Regulation

Capital requirement f bank (ϕθ) (0.04, 0.04) (·, 0.04) Basel II Capital Regulation

45Appendix A-2 describes in detail the algorithm we use to compute an approximate Markov perfect industry
equilibrium. The approximation method is also similar to that in Krusell and Smith [44].

46The recursive formulation captures all possible deviations, not only contemporaneous but also future deviations.
As the big bank evaluates different values of ℓ′b it takes into account that this results in contemporaneous changes
in the interest rate on loans that feeds directly into the loan and asset decisions of fringe banks, but also into the
evolution of the industry (via profitability and entry/exit) that will possibly induce further changes in its loan supply.
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Table 5.b: Model Parameters (chosen inside the model)

Imperfect Perfect
Parameter Competition Competition Target
Weight agg. shock αp 4.743 4.743 Std. dev. Def. frequency
Success prob. param. ψ0 26.313 25.450 Borrower Return
Volatility borrower’s dist. σǫ 0.107 0.106 Default freq.
Success prob. param. ψ1 0.922 0.922 Interest Margin
Max. reservation value ω 0.509 0.462 Elasticity loan demand
Variance Entrep. Pref. Shock α 98.25 98.25 Std. dev. Bank Credit to Output
Loan size ℓ 3.50 3.50 Bank credit to output ratio
Discount Factor Manager γ 0.981 0.981 Loan mkt share fringe
Avg. deposits (b, f) µd

θ (0.372, 0.162) (·, 0.267) Deposits to output ratio
Deposit mkt share fringe

Cost fun linear (b, f) cθ,0 (0.001, 0.001) (·, 0.0004) Net non-int exp. (top 10,fringe)
Cost fun quadratic (b, f) cθ,1 (0.017, 0.063) (·, 0.043) Cap. ratio (risk-weighted) (top 10,fringe)
Fixed cost (b, f) κθ (0.001, 0.003) (·, 0.003) Fixed cost over loans (top 10,fringe)
Linear Equity Issue Cost (b, f) ζθ,0 (0.025, 0.200) (·, 0.100) Div. to asset ratio (top 10,fringe)
Quadratic Equity Issue Cost (b, f) ζθ,1 (0.100, 4.500) (·, 4.500) Equity Issuance/Assets (top 10,fringe)
Cyclic Equity Issue Cost ζz 4.00 4.00 Loans to asset ratio fringe
Entry Cost (b, f) Υθ (0.250, 0.008) (·, 0.057) Bank failure rate (top 10,fringe)
Cost function non-banks cn 0.0326 0.0318 Bank credit to total credit

Loans to asset ratio top 10

Table 6: Targeted Data and Model Moments

Long-Run Averages 1984-2007 Imperfect Competition Perfect Competition
Moment (%) Data Model Data Model
Capital ratio (risk-weighted) (b, f) (8.46, 12.10) (10.51, 11.28) (·, 10.42) (·, 11.81)
Bank failure rate (b, f) (0.0, 1.07) (0.0, 0.83) (·, 1.07) (·, 1.49)
Default freq. 1.83 1.38 1.83 1.35
Interest Margin 4.68 3.98 4.68 3.89
Loans to asset ratio (b, f) (78.45, 73.84) (93.87, 74.71) (·, 75.85) (·, 70.67)
Deposit mkt share fringe 65.91 75.63 100.00 100.00
Net non-int exp. (b, f) (0.41, 1.52) (1.35, 1.83) (·, 1.13) (·, 1.77)
Fixed cost over loans (b, f) (0.84, 0.73) (0.34, 1.53) (·, 0.77) (·, 1.06)
Div/Assets ratio (b, f) (0.61, 0.63) (2.23, 0.57) (·, 0.62) (·, 1.05)
E. I./Assets (b, f) (0.03, 0.11) (0.00, 0.04) (·, 0.08) (·, 0.12)
Loan mkt share fringe 64.29 70.93 100.00 100.00
Ls,c to output ratio 33.72 31.17 33.72 32.27
Ls,c to total credit 50.00 53.68 50.00 52.89
Deposits to output ratio 38.14 36.01 38.14 42.26
Borrower Return 12.94 14.53 12.94 15.06
Elasticity loan demand -1.10 -1.24 -1.10 -1.15
Std. dev. Bank Credit to Output 0.43 0.92 0.43 2.49
Std. dev. Def. frequency 0.98 1.39 0.98 1.39

Note: (b, f) refers to big and fringe, respectively. In the baseline model, we identify “big” banks with the
top 10 banks (when sorted by assets) and the fringe banks with the rest. The distribution of banks in the
model with Υb → ∞ (i.e., Perfect Competition) is composed only by fringe banks and targets correspond

to (asset-weighted) averages from the full set of banks.
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5.3 Untargeted Moments: Business Cycle Correlations

Since one objective of regulation is to promote stability, we now consider the cyclical properties
of the model. Since parameters of the model were not chosen to match data on business cycle
correlations, the results in Table 7 can be considered a simple qualitative consistency test of the
model.47 We observe that, as in the data, the baseline model with imperfect competition generates
countercyclical exit rates, default frequencies, interest margins, and markups as well as procyclical
entry rates, lending, assets, deposits, and equity.48 Importantly, the perfectly competitive model
generates a counterfactual correlation of entry rates, loan supply, equity, interest margins, and
markups.

In both models, the countercyclicality of exit rates follows from the positive correlation between
bank profits (and charter values) with the business cycle. As banks fail, the reduction in bank
lending (and competition) together with the positive relation between bank costs and productivity
will lead to an increase in markups if the reduction in bank lending and costs is larger than the
deterioration in aggregate conditions (inducing a reduction loan demand and increase in expected
defaults). In the model with imperfect competition, the presence of a dominant player prevents
new competitors from taking over the market share left unattended by failing banks as the big
bank increases its market share in bad times (preventing entry). Entry happens with imperfect
competition only after aggregate productivity improves enough. This results in an entry rate that
is pro-cyclical in line with what we observe in the data. On the contrary, in the model with
perfect competition, new banks are created even during bad times since there is no dominant
player to make up for failed banks and most incumbents are constrained by δf and their relatively
high equity issuance costs. This results in a counterfactual slightly countercyclical entry rate.
Countercyclicality of entry rates in the model with perfect competition is enough to induce a
counterfactual positive correlation of interest margins and markups and a negative correlation of
bank loans with the business cycle. The negative correlation in lending (and weak procylicality
of total assets) is not enough to overcome the negative effect of procyclical deposits resulting in a
counterfactual negative equity correlation with perfect competition. This provides some untargeted
evidence in favor the baseline model with imperfect competition.

Table 7: Business Cycle Correlations

Business Cycle Correlations Imperfect Perfect
with Commercial Bank Variables Data Competition Competition

Exit Rate -0.12 -0.21 -0.06
Entry Rate 0.70 0.10 -0.02
Default Frequency -0.65 -0.58 -0.67
Loans 0.54 0.46 -0.14
Total Assets 0.32 0.46 0.15
Deposits 0.29 0.36 0.43
Equity 0.18 0.91 -0.07
Interest Margins -0.36 -0.43 0.16
Markups -0.57 -0.07 0.44

Stochastic funding inflows (similar to stochastic income shocks) and costly equity issuance
(similar to borrowing costs) imply banks choose to hold a precautionary buffer over their capital

47Table A.7 in the Appendix provides additional untargeted moments in the data and the model.
48See Appendix A-3 for a set of scatter plots with the simulated data and the corresponding correlations.
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requirements in order to insure their charter value (similar to standard models of consumption
smoothing where in high earnings states households save in order to smooth consumption in low
earnings states). After estimating parameters to match observed levels of buffers in both the
imperfect and perfect competition economies, the above results for the untargeted correlation of
equity over the cycle are consistent with building an equity buffer in good times for the imperfect
competition model and inconsistent for the perfect competition model.

6 Model Properties

We focus on a small set of important properties of our benchmark model with imperfect competition
in the loan market.

6.1 Systemic Spillovers

An imperfect competition model with non-atomistic banks implies that shocks to big banks can
induce actions which spill over to the entire industry and affect financial stability. While a typical
systemic spillover in banking models is via the interbank market (e.g. a default by one bank spills
over to lower net worth of other banks in the network potentially inducing further defaults as in
Acemoglu, Ozdaglar, Tahbaz-Salehi [2]), our paper provides a novel link via strategic interaction
in the loan market. We describe this link by studying how idiosyncratic financing shocks to the big
bank δb for a given value of aggregate productivity z = zM induce changes to big bank loan supply
which spill over to the loan supply of fringe banks, the loan interest rate, borrower risk choices
inducing endogenous entrepreneur default and loan losses. In this way, our framework exhibits
granularity in the sense of Gabaix [34]; an idiosyncratic shock to the big bank has aggregate
consequences.

Figure 6: Big Bank Shocks and Systemic Risk
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Note: This figure shows the loan supply of the big bank (panel i), the loan supply of fringe banks (panel ii), loan
interest rates (panel iii), borrower risk choice (panel iv), and default frequencies (panel v) at different values of
financing shocks of the big bank δb conditional on aggregate productivity z = zM along the equilibrium path.
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Figure 6 presents the observed values along the equilibrium path. For a given aggregate shock,
a negative shock to big bank funding (i.e., a reduction in δb) leads to less big bank lending (Panel
(i)) and puts upward pressure on loan rates (Panel (iii)) since the big bank has market power -
something that would be absent in a perfectly competitive model with atomistic banks. Small banks
respond to the decline in big bank lending (Panel (ii)) but that is not enough to fully compensate
the initial shock. The resulting higher interest rate induces riskier borrower projects (Panel (iv)),
which lead to higher default frequencies (Panel (v)) elevating the riskiness of the loan portfolio
for the entire banking industry. Thus, the model with imperfect competition is able to generate
systemic risk via strategic linkages in the loan market.

The strategic interaction between the big bank and the fringe is further illustrated in Figure
7, which effectively graphs an aggregate reaction function implicit in the loan market clearing
condition (equation (32)). That is, Lsf (z, µ, ℓ

′
b, r

n) can be thought of as a best response by the
fringe banking sector to the loan supply choice ℓ′b of the dominant bank. Figure 7 makes clear
that big bank lending ℓ′b and fringe bank aggregate lending Lsf (which depends on intensive and
extensive margins) move in opposite directions. Since the variance of the aggregate loan supply can
be written as Var(Ls,c) = Var(ℓ′b)+Var(Lsf )+2Cov(ℓ′b, L

s
f ), the negative covariance between ℓ′b and

Lf drives down the variance of the loan supply and with it all other variables in the imperfectly
competitive environment.49

Figure 7: Relationship between ℓ′b and L
s
f with imperfect competition
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Note: This figure shows the loan supply of fringe banks as a function of the loan supply of the big bank along the
equilibrium path. The three clouds correspond to the three different values of δb and within each cloud variation

depends on variation in µ induced by variation in z.

Table 8 illustrates the implications of this strategic interaction in the loan market for volatility
of the other variables in our economy with imperfect competition and compares it to a model with
no strategic interaction (our perfectly competitive case). Since averages may be somewhat different
across the imperfect and perfect competition models, Table 8 presents coefficients of variation. We

49In particular, V ar(Ls,c) = 0.0018233, V ar(ℓ
′

b) = 0.001797, V ar(Ls
f ) = 0.000529, and Cov(ℓ

′

b, L
s
f ) = −0.000252.

The small covariance term arises because of the gentle slope of the aggregate reaction function in Figure 7.
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see that all the main lending variables as well as associated rates and markups are an order of
magnitude larger with perfect competition than imperfect competition. Two of the variables for
which volatility do not change significantly are total credit and output. This comes about since
any lending induced volatility from banks is compensated for by non-bank lending.50

Table 8: Volatility in Benchmark versus Perfect Competition

C.V. Imperfect Comp. Perfect Comp.

Loan Supply Fringe 0.025 0.076
Loan Supply Big 0.110 -
Total Bank Loan Supply 0.032 0.076
Non-Bank Loan Supply 0.032 0.092
Total Credit 0.009 0.007
Loan Interest Rate 0.004 0.010
Markups 0.056 0.146
Output 0.0081 0.0076

Note: C.V. refers to the coefficient of variation.

6.2 Capital Ratios

Figure 8 presents the distribution of risk-weighted bank capital ratios (A
′

θ + ℓ
′

θ + π
′

θ − d′θ)/ℓ
′

θ by
bank size in the model and its data counterpart for year 2005.51 Higher volatility of external
funding (i.e. σdf,u > σdb,u) and higher equity finance costs (i.e. ζf,0 > ζb,0 and ζf,1 > ζb,1) in Table
5.b estimated from the data both contribute to induce fringe banks to hold higher risk-weighted
capital ratios (as a buffer) than big banks on average. While we targeted this average (and hence
the model distributions should be centered on their data counterparts), the other moments of the
distributions were not targeted. Our model fails to generate the significant heterogeneity and long
right tail of the distribution of risk-weighted capital of fringe banks. Some of this can be explained
by the sparse finite state Markov approximation of the deposit shock process.

As in the data, bank equity capital and assets in our model with imperfect competition are
positively correlated with the business cycle discussed in Table 7. In the data, bank capital is
significantly less correlated with the business cycle than assets, leading to a slightly countercyclical
or acyclic equity to asset ratio (the correlation with output equals -0.03). In our model, equity is
significantly more correlated with output than assets (due to a strong buffer stock motive) resulting
in a counterfactually procyclical equity-to-asset ratio (correlation equal to 0.62), which is driven
primarily by the high procyclicality of the fringe banks.52

50This follows again by an application of Var(Total Credit)= Var(Ls,c) + Var(Ls,n) + 2Cov(Ls,c, Ls,n) with
Cov(Ls,c, Ls,n) < 0. Specifically, in the model with imperfect competition, V ar(Ls) = 0.00045, V ar(Ls,c) = 0.0018,
V ar(Ls,n) = 0.0014, and Cov(Ls,c, Ls,n) = −0.00137. In the model with perfect competition, V ar(Ls) = 0.00039,
V ar(Ls,c) = 0.0013, V ar(Ls,n) = 0.0016, and Cov(Ls,c, Ls,n) = −0.014.

51To be precise, after simulating the model for T periods, we compute the average distribution of fringe banks

µ̄f (n, δ) =
∑T

t=1

µf,t(n,δ)

T
. We simulate the economy for 10, 000 periods and drop the first 2, 000 periods. Similarly,

we compute the frequency of capital ratios that the big bank transits during the simulation.
52Specifically, the correlation is 0.32 for the big bank and 0.89 for the fringe banks.
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Figure 8: Capital Ratios by Bank Size
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6.3 Competition-Stability Tradeoff

Many authors have estimated the relation between bank concentration (their proxy for competition)
and banking system fragility using a reduced form approach. In this section, we follow this approach
using simulated data from our model to show that the model is qualitatively consistent with findings
from many of these empirical studies. As in Beck et al. [11], we estimate a logit model of the
probability of a crisis as a function of the degree of banking industry concentration and other
relevant aggregate variables. Moreover, as in Berger et al. [12], we estimate a linear model of
the aggregate default frequency as a function of banking industry concentration and other relevant
controls. The banking crisis indicator takes value equal to one in periods whenever: (i) the loan
default frequency and the exit rate are higher than two standard deviations from their mean; (ii)
deposit insurance outlays as a fraction of GDP are higher than 2%; or (iii) large dominant banks
are liquidated. The concentration index corresponds to the loan market share of the big bank. We
use as extra regressors the growth rate of GDP and lagged growth rate of loan supply.53 Table 9
displays the estimated coefficients and their standard errors.

Table 9: Competition and Stability

Model Logit Linear
Dependent Variable Crisist+1 Default Freq.t+1

Concentrationt -27.224 0.057
(2.018)∗∗∗ (0.000)∗∗∗

GDP growth in t 178.80 0.051
(37.63)∗∗∗ (0.029)∗

Loan Supply Growtht 1.992 -0.0163
(5.106) (0.008)∗∗

R2 0.69 0.47

Note: Standard Errors in parentheses. R2 refers to Pseudo R2 in the logit model.
∗∗∗ Statistically significant at 1%, ∗∗ at 5% and ∗ at 10%.

53Beck et al. [11] also include other controls like “economic freedom” which are outside of our model.
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Consistent with the empirical evidence in Beck, et al. [11], we find that banking system con-
centration is highly significant and negatively related to the probability of a banking crisis. Higher
market power induces periods of higher profits that prevent bank exit (see also Corbae and Levine
[23]). This is in line with the findings of Allen and Gale [5]. Consistent with the evidence in Berger
et al. [12] we find that the relationship between concentration and loan portfolio risk is positive.
This is in line with the view of Boyd and De Nicolo [17], who showed that higher concentration is
associated with riskier loan portfolios.

6.4 The Bank Lending Channel

Since our focus is on the interaction of policy and market structure for commercial bank lending, it
is important that the model be consistent with the bank lending channel. Kashyap and Stein ([42])
applied a corporate finance approach and argued that if the bank lending channel of monetary policy
is correct, one should expect the loan portfolios of large and small banks to respond differently to
a contraction in monetary policy. Kashyap and Stein asked of the data whether the impact of
monetary policy on lending behavior is stronger for smaller banks who are more likely to have
difficulty substituting into non-deposit sources of external finance. They found strong empirical
evidence in favor of this bank lending channel. Their result is driven largely by the smaller banks
(those in the bottom 95% of the size distribution). Here we ask the same question of our model.

We implement this policy experiment by analyzing how a permanent rise in the cost of external
debt finance (in particular, an increase of 25 basis points in rs from 0.688% to 0.938%) affects the
balance sheet and lending behavior of banks of different sizes. We simulate the model and construct
a pseudo-panel of banks under each value of rs. We then follow a variant of Kashyap and Stein
([42]) and estimate the following panel regression by bank size:

∆ℓit = a0 + a1∆r
s + a2Xit + uit, (50)

where ∆ℓit denotes the growth rate of loans, ∆rs is the measure of monetary impulse and Xit are
other bank and aggregate controls. To estimate this regression, we simulate many panels of banks
pre- and post-policy change and use the period around the change to estimate the lending response
of banks of different sizes.54 The evaluation of the model response is done around the change in
rs. This experiment is analogous to a diff-in-diff regression where the control group is banks before
the increase in rs and the treatment group is banks after the change in rs. Table 10 presents the
estimated coefficients for banks of different sizes.

The results (i.e., a negative and more sizable coefficient on the monetary impulse for small
banks than big banks) in Table 10 are broadly consistent with Kashyap and Stein’s findings. A
contraction in monetary policy does indeed lead to a decline in lending in all size categories of
small banks and importantly that the effect is larger the smaller the bank. This result stems from
our estimation result that small banks find it harder to raise financing with instruments other than
deposits (i.e. ζf,0 > ζb,0 and ζf,1 > ζb,1 in Table 5.b) consistent with a pecking order theory.

54These panels differ in the realization of the stochastic processes of the model which in place lead to different
dynamics of the endogenous variables.
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Table 10: Kashyap and Stein (’95) Regressions (Model Pseudo-Panel)

Dependent Variable ∆ℓit
Coeff. on Monetary

Specification Impulse (∆rs)

Small 98% -0.180
s.e. 0.036∗∗∗

Small 92% -0.265
s.e. 0.036∗∗∗

Small 68% -0.356
s.e. 0.048∗∗∗

Note: All specifications include one lag of the dependent variable, and growth rate of GDP.
∗∗∗ significant at 1% level, ∗∗ significant at 5% level, ∗ significant at 10% level.

In Appendix A-3.1 we further discuss the market structure and aggregate implications of an
unanticipated change to a more contractionary monetary policy. We find that the model exhibits in-
complete pass-through, which is consistent with models of imperfect competition such as Dreschler,
Savov, and Schnabl [29], who find that interest spread betas (in their case the spread between the
fed funds rate and the deposit rate with respect to changes in the fed funds rate) are less than one,
and with Wang, Whited, Wu, and Xiao [64], who find that lending spreads decline as the federal
funds rate rises. We find that for a 25 basis point increase in rs, the loan interest rate rL increases
by 16 basis points in the short run, resulting in a 2.21% increase in the interest margin.55

7 Policy Counterfactuals

After the financial crisis of 2008, efforts to increase financial stability via capital and liquidity
requirements have been coordinated by the Basel Committee on Banking Supervision at the Bank
for International Settlements (BIS) in what is referred to as Basel III rules.56 In the U.S., Basel
III has largely been implemented through the Dodd–Frank Act. According to the new rules,
minimum tier 1 to risk-weighted assets equals 6 percent. In addition, all banks need to hold a
capital conservation buffer of 2.5 percent of risk-weighted assets for a total of 8.5 percent tier
1 risk-weighted capital. That implies that ϕθ,z = 0.085 for θ = {b, f} in the main experiment.
Under the Dodd–Frank Act in the U.S., several policies are size dependent inducing differences in
required capital ratios and liquidity ratios for the largest financial institutions and other banks.
In particular, there is a capital surcharge for U.S. Global Systemically Important Banks (G-SIBs).
Surcharges of U.S. G-SIBs currently range between 1.0 percent and 3.5 percent of risk-weighted
assets. We identify G-SIBs in our model with the top 10 banks and set the surcharge to 2.5% in
our size-dependent experiment, which increases ϕb,z = 0.11. There is also an option to incorporate
countercyclical capital buffers (an increase in the required capital in good times) of up to 2.5 percent
of risk-weighted assets also for large and internationally active banking organizations (those with
more than $250 billion in assets, which corresponds to 13 institutions in the U.S.). While the
countercyclical capital buffer has been kept at 0% to date in the U.S., we run a counterfactual
where we allow ϕb,z = {0.1100, 0.1183, 0.1266, 0.1350} (i.e., the minimum plus the GSIB surcharge

55See Table A.8 for other responses to the unanticipated change in monetary policy.
56It was understood that central banks and regulatory authorities would write the specific rules and timetables for

implementation in their countries. The Bank for International Settlements discusses the evolution of global banking
regulations at http://www.bis.org/about/chronology.htm.
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plus the corresponding countercyclical capital buffer). Finally, liquidity regulation in the U.S.
(Liquidity Coverage Ratio rule) requires large banks (also those with assets more than $250 billion)
to maintain a minimum of liquid assets to withstand cash outflows over a 30-day horizon. In our
model calibrated to a yearly frequency, that translates to ̺b = 0.08. The policy experiments analyze
the response of the model in the short run and the long run. Appendix A-2 presents a description
of how policy counterfactuals are computed.57

7.1 Higher Capital Requirements

Since our focus is on the interaction between regulatory policy aimed towards stability and market
structure, here we ask the question, how much does an increase from 4% to 8.5% in capital re-
quirements affect bank exit, market shares of big and small banks, and other outcomes? Given our
focus on market structure we consider the policy change in both our baseline model of imperfect
competition and a model of perfect competition. Table 11 presents short and long run results for
both cases.58

We start by describing the long-run effects of the policy change in the model with imperfect
competition. As columns (2) and (5) in Table 11 show, we find that an increase in capital require-
ments from 4% to 8.5% leads to a 20% decline in long run exit and entry rates of small banks and a
more concentrated industry (the loan market share of fringe banks declines by a 6%). The sizable
change in big bank market share is explained by an extensive margin drop of 15% in the number
(measure) of fringe banks as well as the larger increase in the intensive margin by big banks than
that of surviving fringe banks (4% versus 0.7%). The net effect of higher big bank lending and
lower small bank lending is a decrease in total bank lending of 9%. This leads to a 6 basis points
increase in interest rates and a 1.4% increase in markups on bank loans (which benefits not only
big banks with market power but also the fringe banks). The meager 1% increase in bank interest
rates despite the 9% decrease in bank lending is due to the shift towards non-bank lending so that
total credit declines by only 0.3% and output decreases by only 0.2%. Due to selection effects, the
decline in exit rates together with the fact that exiting banks are better capitalized and have a
smaller share of assets invested in loans results in a nearly 70% decline in the taxes-to-output ratio
(which is relevant for welfare effects we present later).59

57The long-run moments are computed from 10,000 period simulations that discard the initial 2,000 periods. The
initial baseline moments in Table 11 differ from those presented in Table 6 since we do not filter periods with z = zC .
Initial conditions for short-run simulations are consistent with the long-run average distribution of banks (big and
fringe) as well as aggregate productivity. We assume that the unanticipated policy change is announced and put into
effect immediately. We approximate the response of the economy during the transition between the two long-run
equilibria by computing the solution of bank, entrepreneur, and household problems under the new policy parameters
assuming that beliefs about the future moments of the cross-sectional distribution and loan supply switch from the
initial approximating functions to the new long-run approximating functions at a random point in time chosen to
minimize one-step ahead forecast errors (the same criterion used to estimate the parameters of the approximating
functions themselves). The switching probability is meant to approximate a learning process where beliefs can adjust
slowly along the equilibrium path. For our main experiments we find the adjustment is quite quick. The moments
reported as the “short-run” effects correspond to the moments that arise five periods after the policy change.

58See Table A.9 in the Appendix for further moments.
59From 2008 through 2013 almost 500 banks failed at a cost of approximately $73 billion to the Deposit

Insurance Fund (DIF), which represents 0.51% of 2008 US GDP. Applying the 3.1% crisis probability that
we observed in the data implies that the cost to the Deposit Insurance Fund equals 0.015% on average.
The model counterpart for the baseline calibration is 0.011% slightly below but in line with the data. See
https://www.fdic.gov/bank/historical/crisis/overview.pdf for an overview of the facts according to the FDIC.
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Table 11: Benchmark Model vs Perfectly Competitive Model

Baseline High Capital Requirements
(ϕf , ϕb) (0.04, 0.04) (0.085, 0.085) (·, 0.085)

Imperfect Perfect
Comp. Comp. Imperfect Comp. Perfect Comp.

Short Run Long Run Short Run Long Run
Moment (%) (%) ∆ (%) ∆ (%) ∆ (%) ∆ (%)

Capital Ratio (b, f) (10.24, 10.89) (·, 11.56) (37.56, 35.80) (44.24, 53.65) (·, 33.81) (·, 36.66)
Exit Rate 0.87 2.24 37.09 -20.20 -76.08 -0.34
Entry Rate 0.90 2.27 -96.32 -20.32 -100.00 1.19
Prob. of Crisis 0.14 1.10 - -20.00 - 12.73
Loan mkt sh. f 70.81 100.00 -4.85 -6.07 0.00 0.00
Ls,c/Total Credit 53.40 52.67 -7.11 -8.66 -3.74 -10.27
Loan Int. Rate rc 4.67 4.58 0.95 1.17 0.50 1.41
Avg. Markup 95.71 84.92 12.59 1.37 0.49 0.00

Additional Moments

Measure f Banks -3.92 -15.19 -4.34 -12.18
Loans (b, f) (3.65,−7.98) (4.45, 0.73) (·, 0.85) (·, 1.73)
Bank Loan Supply -7.19 -8.90 -3.77 -10.52
Total Credit -0.08 -0.27 -0.05 -0.29
Output 0.00 -0.19 0.12 -0.22
Taxes/Output -30.02 -68.50 -92.64 -32.74

Column (2) (3) (4) (5) (6) (7)

Note: ∆(%) refers to the percentage change relative to the baseline model with capital requirements at ϕθ = 0.04
(columns (2) and (3)) for the corresponding model with imperfect competition or with perfect competition. The

baseline columns in this table differ slightly from those of Table 6 due to the inclusion of the crisis state.

The most significant difference between the short run impact and the long run effect of the
policy (i.e. columns 4 and 5 in Table 11) is the increase in exit rates (37%) and the collapse of
bank entry (a decline of 96%). The decline in bank entry is consistent with the data as there has
been no denovo entry (i.e., newly created banks) between 2012 and 2016. In addition, as evident
in Figure 1, while the number of banks has been trending down during the last 30 years, there is
a change in the rate of decline after the implementation of the Dodd-Frank Act. Specifically, the
average yearly growth rate in the number of banks equals -2.67% for 1984-2007 and equals -3.43%
for 2011-2016. The model’s short-run response in the mass of fringe banks is consistent with the
data as it shows an average decline of 0.77% per year (resulting in a 5 year model growth rate of
-3.9%, surprisingly near the data growth rate of -3.4%).

The resulting increase in loan market concentration (a 5% reduction in fringe market share
in the short-run) leads to a significant increase in markups (a competitive effect together with a
composition effect). In the short-run, the big bank increases its market share in response to the
market share left by failing banks (a selection effect) and the reduction in lending by those fringe
banks that remain active. This distributional change contributes to a reduction in average costs as
well as an increase in price, leading to the increased markup. In the long-run, the market share of
the big bank remains elevated as its lending strategy prevents further entry of fringe banks but the
impact on markups diminishes as incumbent fringe banks sustain a modest increase in lending.

Moving to the role that market structure plays in policy outcomes (a comparison between
columns 6 and 7 for the perfectly competitive outcomes and those outcomes from our baseline
imperfect competition model in columns 4 and 5 in Table 11), we find that the perfectly competitive
model generates a significantly different response in banking industry dynamics (entry and exit rates
responses). In the long-run of the perfectly competitive model, the exit rate declines by 0.34%,
which compares to the 20.2% decline in the model with imperfect competition. As in the model with
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imperfect competition, the entry rate plunges in the short-run. However, as there is no big bank
competing for the market share of failing banks or preventing the entry of new banks, the entry rate
eventually returns to levels observed prior to the implementation of higher capital requirements.
This is also evident in the smaller decline in the mass of fringe banks in the long-run observed in the
model with perfect competition than in the baseline model. In addition, as the model with perfect
competition is silent about changes in the composition of the industry (i.e., bank concentration as
measured by the market share of the big bank), the short-run increases in loan interest rates and
markups are 2 times and 25 times larger, respectively, in the model with imperfect competition
than in the perfectly competitive model. At the center of this change is the systemic link between
big bank lending and aggregates that is present in the model with imperfect competition (as shown
in Figures 6 and 7). As the big bank increases its lending, fringe banks respond with a decline in
lending in the model with imperfect competition (lending by fringe banks declines by 8.0%). In the
model with perfect competition, the intensive margin response of fringe banks goes in the opposite
direction (lending by fringe banks increases by 0.9%) as active fringe banks are able to take over
some of the market share of failing banks. In the long run, this intensive margin response is not
enough to compensate for the decline in the number of fringe banks, which is reflected in a slightly
larger increase in loan interest rates in the model with perfect competition than in the model with
imperfect competition.60

Of particular importance for financial stability is the change in the probability of a crisis as
a result of the policy. We estimate this probability as we did in Section 6.3.61 Before turning
to the effect of policy, we first note from columns (2) and (3) of Table 11 that a model with
perfect competition has nearly a 10 times higher probability of a crisis. This is consistent with the
competition-stability results we presented in Section 6.3; that is, more competition leads to more
fragility. Next, comparing columns (5) and (7), the policy change in the model with imperfect
competition results in a decline of 20% in the probability of a crisis but implies a 13% increase
in the model with perfect competition. This is linked to the differential response of aggregate
outcomes when there is a dominant player and the divergence in bank industry dynamics that we
discussed above. In the model with imperfect competition, as the big bank gains market share, the
reduction in the exit rate is accompanied by a decline in its volatility. This leads to a reduction in
the likelihood of observing a tax-to-output ratio above 2% and exit/default rates above 2 standard
deviations from their mean, resulting in the reported decline in the probability of a crisis in column
(5).62 On the other hand, in the model with perfect competition, the regulatory changes imply an
increase in the variance of exit rates, which results in a rise in both the likelihood of observing a
tax-to-output ratio above 2% and exit and default rates higher than 2 standard deviations from
their mean leading to the increase in the probability of a crisis in column (7). In summary, bank
regulation has a significantly different response in the model with imperfect competition than in
the model with perfect competition.

A natural question to ask after observing the effects of increasing capital requirements is what

60It is instructive to present a back of the envelope partial equilibrium calculation on the effect on lending rates of
a rise in capital requirements from 0.04 to 0.085 (i.e., a difference of 0.045). A full pass-through would equal 0.045
times the cost of bank equity funding relative to deposits, which in the long run is ((βγ)−1− (1+ r)) = 1.902%. That
is, the full partial equilibrium effect would equal 0.0856%. The observed changes in loan interest rates are 0.0549%
and 0.0645% in the model with imperfect competition and in the model with perfect competition, respectively. Thus,
in line with intuition, the pass-through is larger in the case of perfect competition than in the model with imperfect
competition.

61Recall the indicators are a tax-to-output ratio above 2%, exit and default rates above 2 standard deviations from
their mean, and big bank failure.

62In Table A.11 in the Appendix we provide measures of volatility and a decomposition of the calculated probability
of a crisis across policy counterfactuals for our baseline model.
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role do capital requirements play at all? That is, if banks hold a buffer of capital to insure their
charter value, isn’t that enough? To answer this question, we perform an experiment where we
set capital requirements for all banks to zero and compare the short-run and long-run response for
both models. Table A.13 in the Appendix presents the results. As expected, both big and small
banks lower their capital buffers when the capital requirement is lifted. However, in keeping with
the charter value hypothesis they do not set them to zero for fear of exit. In the long run, entry
rates rise much more significantly in the model with imperfect competition than in the model with
perfect competition. Since capital requirements act like a tax on profitable lending opportunities,
it is not surprising that lowering that tax to zero induces entry resulting in a higher measure
of fringe banks and more competition. Entry is more pronounced in the model with imperfect
competition since in the face of massive entry the big bank strategically lowers its loan supply to
try to counteract falling interest rates on loans (which itself induces entry). A further result of the
decrease in “capital taxes” is a selection effect whereby less efficient banks enter. In the long-run,
this increase in the number of banks leads to a more pronounced decline in markups and cash-flows
(which leads to higher exit rates). All these effects combine to yield a nearly ten-fold increase in
the probability of a crisis. While the model with perfect competition also predicts a rise in the
probability of a crisis and taxes-to-output, the rise is more modest than in the baseline model owing
to less entry by inefficient banks. Thus, regulation appears to be more important for an imperfectly
competitive industry as opposed to a perfectly competitive industry.

7.2 Size Dependent Capital and Liquidity Requirements

As we described at the beginning of Section 7, many policies that were introduced with the Dodd-
Frank Act apply only to the largest set of institutions (those with assets greater than $250 billion or
significant international exposure). According to the distribution of assets as of December of 2016
(the last year of the sample we used to calibrate the model) this corresponds to only 13 banks in
the U.S. commercial banking sector. It is difficult to apply size dependent policies (which include
countercyclical capital buffers and liquidity requirements) in an environment with measure zero
banks (i.e. perfect competition) since by construction, these banks lack the systemic relevance that
we described in Section 6 that size dependent policies are attempting to address. In addition, in
our calibration, the set of banks with the largest δf represents approximately 8%, while the target
of the policy represents only 0.2% (13/5000). For this reason, we perform the following set of
experiments only in our baseline model with imperfect competition.

We begin with analyzing model predictions from an increase in size dependent policies for capital
requirements and liquidity requirements. In particular, liquidity requirements (̺b) rise from zero
in the benchmark to 8% (Liquidity Coverage Ratio) coupled with an additional increase in capital
requirements for big banks ϕb = 0.11 (a 2.5% G-SIB surcharge). This experiment is meant to
capture what is currently pursued in the Dodd-Frank Act (since while the countercyclical capital
requirements have been implemented, the Federal Reserve Board has voted to keep them at 0
percent). Qualitatively, most of the results of this experiment (presented in columns (3) and (4)
of Table A.10 in the Appendix) are in line with the results presented in columns (4) and (5) of
Table 11. One notable difference, however, is the decline in lending by about 3% for big banks (as
opposed to an increase in lending by about 4% without size dependent requirements). The shift
in the balance sheet composition of large banks (a larger increase in the securities-to-asset ratio
than in the previous experiment) is induced primarily by the new liquidity requirement which can
be met by holding liquid securities. Not surprisingly, the size dependent policy results in a smaller
rise in loan market concentration than in the experiments where capital requirements increased for
all banks in Section 7.1.
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Somewhat surprisingly, the size dependent policy results in a slight increase in the probability
of a crisis (from the baseline of 0.14% to 0.17%).63 We find this result arises primarily from the
introduction of size dependent liquidity requirements.64 Several competing forces are at play. On
the one hand, as banks shift their portfolio towards safe assets the probability of observing a period
where taxes-to-output are higher than 2% actually declines (consistent with the goal of using policy
to promote lower costs of financial crisis). However, liquidity requirements lead to a higher and
more volatile default frequency (through the risk-shifting effect) since big bank lending becomes
more sensitive to the external financing shocks δb in crisis states where the constraint is more likely
to bind. As Table A.11 in the Appendix shows, while the volatility of default frequency falls on
average, it exceeds the threshold right when default frequency rises (during crisis states) pushing
it over the threshold thereby raising the probability of a crisis.

While countercyclical capital buffers (i.e. higher capital requirements on banks with assets over
$250 billion in good times) are part of the Dodd-Frank plan’s implementation of Basel III, the
Federal Reserve Board has voted not to raise the requirement in good times. Here we consider
the counterfactual consequences of adding up to 0.025 to the capital buffer of 0.11 contingent on
the state of the economy (i.e. ϕb,z ∈ [0.11, 0.135]) along with the higher liquidity.65 The results of
this experiment are shown in columns (5) and (6) in Table A.10 in the Appendix. Qualitatively,
the addition of countercyclical capital requirements makes little difference relative to the other size
dependent policy. One notable difference, however, is that the augmented capital buffer allows the
big bank to slightly increase its loan supply in the long run since the capital accumulated during
good times reduces the volatility of its loan supply. A second notable unintended consequence is
a further rise in the probability of a crisis (a 30% rise from the baseline of 14% to 18%). We find
this result again primarily arises from the size dependent liquidity requirements. In fact, if only
the countercyclical capital requirements were imposed, the probability of a crisis would fall, rather
than rise.66 This is driven by the fact that the big bank does more lending, which dampens the
risk-shifting effect on the default frequency.

As discussed above, changes to capital requirements interact with changes to liquidity require-
ments. In order to understand the contribution of each of the capital and liquidity regulations
implemented by the Dodd-Frank Act, Table A.12 presents a partial decomposition of the size de-
pendent experiments. This table shows that most of the effect on exit and entry rates comes from
the increase in capital requirements (size dependent or countercyclical buffer) since the increase in
liquidity regulation reduces exit and entry rates by roughly one half of the combined effect. The
negative aggregate effect on lending is also explained almost completely by the increase in capital
requirements leading to a decline in the measure of small banks and a loss of market share (nearly
-7% for both). Alternatively, the imposition of liquidity requirements alone on the big bank leads
to a rise in the measure of fringe banks and fringe bank loan market share (+3.7%). As discussed
above, liquidity requirements alone have a major unintended consequence of raising the probability
of default.

63See Table A.10.
64This can be seen from a decomposition of the two parts of the policy in Table A.12 in the Appendix. Specifically,

the size dependent capital requirement policy only (column (4)) results in a rise from 0.14% to 0.15% while the size
dependent liquidity requirement policy only (column (8)) results in a rise from 0.14% to 0.19%.

65Specifically {ϕb,zC = 0.1100, ϕb,zB = 0.1183, ϕb,zM = 0.1266, ϕb,zG = 0.1350}.
66This can be seen from a decomposition of the two parts of the policy in Table A.12 in the Appendix. Specifically,

the countercyclical capital requirement policy only (column (6)) results in a fall from 0.14% to 0.13% while the size
dependent liquidity requirement policy only (column (8)) results in a rise from 0.14% to 0.19%.
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7.3 Policy Implications for Allocative Efficiency

An important aspect of the policy reforms we study is that they may change the level of allocative
efficiency in the economy by shifting lending between heterogeneous banks. In order to explain this
change and to provide a measure that captures how efficiently lending is allocated in the economy, we
use the following decomposition of weighted average bank-level marginal cost (proposed originally
by Olley and Pakes [52] to measure productivity):

ĉ(z) ≡
∑

θ

∫ ∑

δθ

cθ(ℓ
′
θ, z)ω(ℓ

′
θ)dµθ(kθ, δθ) = c(z) + cov(cθ(ℓ

′
θ, z), ω(ℓ

′
θ)), (51)

where ĉ(z) is the loan-weighted average of bank-level cost in a period when aggregate productivity
is z, cθ(ℓ

′
θ, z) is the net cost of extending ℓ′θ (as defined in equation (49)), ω(ℓ′θ) is the loan share,

and c(z) is the un-weighted mean cost (i.e.,
∑

θ

∫ ∑
δθ
cθ(ℓ

′
θ, z)dµθ).

67 That is, loan weighted
average cost can be decomposed into two terms: the un-weighted average of bank-level cost and a
covariance term between loan shares and cost. A smaller value for the covariance term captures an
improvement in allocative efficiency (since the distribution of loans shifts towards banks with lower
costs). Since we documented differences in costs cθ(·) between big and fringe banks in Table 3,
allocative efficiency can improve as loans are reallocated from high cost fringe banks to big banks
with declining average costs (increasing returns over the region we have estimated).

Since access to cheap external finance is capacity constrained by δθ(z), we also present a decom-
position of average (loan-weighted) deposits δ̂(z) = δ(z) + cov(δθ(z), ω(ℓ

′
θ)). This decomposition

shows how the distribution of lending and access to external financing (which affects the cost of
financing loans) change with regulatory policy. For a given level of aggregate lending, as banks with
a higher δθ take over a larger portion of the market, access to cheap external financing increases.
For this reason, a larger value for the covariance term cov(δθ(z), ω(ℓ

′
θ)) captures an improvement in

allocative efficiency (since the distribution of loans shifts towards banks with higher δθ). We view
allocative efficiency as measured by cov(c, ω) as capturing costs on the asset side and cov(δ, ω) as
capturing costs on the liabilities side of the bank balance sheet.

Table 12 shows the values for the two decompositions in the baseline model with imperfect
competition and the model with perfect competition. Starting with a comparison of the average
cost results in the baseline parameterization, we observe that average (unweighted) costs are al-
most identical between the model with imperfect competition (column 2) and perfect competition
(column 3) but allocative efficiency as measured by cov(c, ω) is significantly higher (i.e., the covari-
ance is more negative) in the model with imperfect competition. This better allocation of lending
activity is reflected in a significantly lower measured loan weighted average cost ĉ in the model with
imperfect competition than in the model with perfect competition as a significant fraction of loans
are extended by big banks, which have lower average costs than fringe banks. Allocative efficiency
as measured by cov(δ, ω) is also better (more positive) in the model with imperfect competition
than the perfectly competitive model, again due to distributional differences.

Turning to the effect of higher capital requirements, they result in an increase in allocative
efficiency (as measured by the average (loan-weighted) costs) but the increase is quantitatively
more significant in the model with imperfect competition (column 2 versus column 4) as opposed
to the model with perfect competition (column 3 versus column 5). The differences arise as the
change in average costs comes not only from changes within the distribution of fringe banks but
also from changes in loan market concentration. In addition, we observe that the differences in

67Like the long-run moments presented in the previous section, we compute the average (loan-weighted) cost
in equation (51) and all its components every period during the simulation of the model. Table 12 presents the
corresponding time series average.
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bank industry dynamics described in the previous section also have important implications for the
distribution of δ. In the model with imperfect competition, the increase in concentration and the
reduction in bank failure after the increase in capital requirements are large enough to induce an
increase in average (loan-weighted) deposits δ̂(z) that is explained completely by an increase in
allocative efficiency as measured by cov(δ, ω) (as in fact average deposits δ(z) decline). On the
other hand, the significantly smaller decline in bank exit (and the absence of changes in big bank
market share) in the perfectly competitive case (column 3 versus column 5) leads to a slight decline
in δ̂(z) that is explained by a decline in allocative efficiency as cov(δ, ω) decreases (as δ increases).68

Table 12: Allocative Efficiency of Capital and Liquidity Requirements

Baseline High Cap. Req.

(ϕf , ϕb) (0.04, 0.04) (0.085, 0.085)
(̺f , ̺b) (0.0, 0.0) (0.0, 0.0)

Imperfect Perfect Imperfect Perfect

Moment (%) Comp. Comp. Comp. Comp.

Avg. (loan-weighted) cost ĉ 1.718 1.802 1.719 1.824
Avg. cost c 1.759 1.759 1.807 1.791
Cov(c, ω) -0.041 0.043 -0.089 0.033

Avg. (loan-weighted) deposit δ̂ 0.229 0.271 0.241 0.271

Avg. deposit δ 0.202 0.261 0.198 0.264
Cov(δ, ω) 0.027 0.010 0.043 0.007

Fringe Loan Market Share 70.810 100.000 66.506 100.000

Column (2) (3) (4) (5)

Note: Moments presented here correspond to time series averages over z.

In sum, after all policy changes, the distribution of loans shifts towards banks with lower costs
both in monitoring loans and in obtaining cheap external finance, which drives the improvement in
allocative efficiency in our baseline model of imperfect competition (unlike the perfectly competitive
model). This relationship between banking regulation and allocative efficiency is consistent with
the findings of Berger and Hannon [14] that present evidence in favor of efficiency gains from an
increase in bank concentration.

7.4 Welfare Implications of Capital and Liquidity Requirements

To assess the welfare consequences of changes in banking regulation that we presented in the
previous subsections, we ask the question, “What would households and entrepreneurs be willing
to pay (or be paid) to increase capital and liquidity requirements?”

To answer this question, we calculate consumption equivalents for each type of representative
agent (h ∈ {H,E}). Specifically, let Cpreh,t denote type h equilibrium aggregate consumption in the

baseline (pre-reform) economy and Cposth,t denote type h equilibrium aggregate consumption post-

reform. Then the consumption equivalent αTh for a representative type h agent over a period T as a
result of the reforms is defined as the constant percentage increase in consumption in the pre-reform
case that gives the agent the same expected utility in the post-reform economy. Specifically, αTh
solves:

E0

[
T∑

t=0

βthC
post
h,t

]
= E0

[
T∑

t=0

βth(1 + αTh )C
pre
h,t

]
. (52)

68Table A.14 in Appendix A-3.7 shows that allocative efficiency increases monotonically (as measured by a decline
in cov(c, ω) and an increase in cov(δ, ω)) with the market share of the big bank after the introduction of size dependent
capital and liquidity regulations.
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We compute both short-term (T = 5) and long-term (T = ∞) gains or losses as in our policy
experiments.69 We let the ex-ante value (i.e., before being born as h ∈ {H,E}) for an agent in the
pre-reform economy be70

W T
pre =

H

1 +H
E0

[
T∑

t=0

βtHC
pre
H,t

]
+

1

1 +H
E0

[
T∑

t=0

βtEC
pre
E,t

]
. (53)

We define the ex-ante value post-reform similarly. Then, we can write the ex-ante value of the
reform in consumption equivalent terms αT as W T

post = (1 + αT )W T
pre.

Equation (52) makes clear that, since preferences are linear, computing ex-ante consumption
equivalents in the long-run amounts to computing the difference between expected consumption
pre- and post-reform. Since we work with linear preferences to avoid complications with stochastic
discount factors, our welfare measure does not capture the effects of changes in aggregate volatility.71

Hence, our measure of welfare gains should be taken as a lower bound in cases in which consumption
volatility declines and as an upper bound in cases in which volatility increases.

Table 13 presents the average welfare gains (or losses if negative) as well as the change in the
coefficient of variation of consumption for each type of agent in the long run (∆CVCH

and ∆CVCE

for consumers and entrepreneurs, respectively) and for the aggregate (i.e, population weighted
average, ∆CVC) for each policy experiment we performed. In the model with imperfect competition
(column (2)), increasing capital requirements to 8.5% for all banks induces a welfare loss in the
short run and a welfare gain in the long run (nearly 1 tenth of 1%).72 Long-run household gains
(1 tenth of 1%) arise from lower taxes due to the decline in bank failures and better capitalized
failing banks (which reduce deadweight losses from liquidation costs ξ that represent up to 20
percent of the loan portfolio), higher dividends resulting from higher markups (at the expense of
entrepreneurs), and a relatively small drop in output due to the increase in the share of non-bank
lending. Long-run entrepreneur losses (nearly 3 tenths of 1%) arise from the increase in bank loan
interest rates (which due to the risk-shifting effect induce higher deadweight losses associated with
project failure λ that represent up to 40 percent of the value of the project) and the decline in
projects being operated due to a drop in total credit. Since entrepreneurs represent a relatively
small fraction of the population the ex-ante welfare change is positive in the long run.73 The long
run gains contrast with short run losses that arise from the increase in small bank failure and the
associated increase in bank loan interest rates and markups.

Table 13 (column (5)) shows that the model with perfect competition generates a much smaller
long run welfare gain from the rise in capital requirements due to its near absent effect on exit
rates and the larger decline in bank loan supply. In the short run (column (4)), however, the policy
change induces a much larger decline in exit rates than the imperfectly competitive model, which

69As we discussed in Section 7, all experiments are run with initial conditions that are consistent with the long-
run equilibrium in the pre-reform economy. To compute expectations we take the average across a large number of
simulations of the model from this given set of initial conditions.

70Since there is a mass H of households and a unit mass of entrepreneurs the probability of being born as a
household is H

1+H
.

71Moreover, in this paper, we focus on an equilibrium that takes as given (i.e., as determined uniquely by government
policy) the return on safe securities rA. This price would be subject to change in a full general equilibrium model
(i.e., a model that captures how changes in demand for securities affect its price).

72The long-run welfare gains in our model are somewhere between those (0.035%) in Begenau [9] and those (1.8%)
in Clerc et. al [19] at the optimum.

73We have calibrated H (the mass of households) so that entrepreneurs in the model represent 17% of the population
(consistent with the evidence presented in Quadrini [56]). A different target will affect ex-ante welfare but not other
moments in the model due to our normalization that Hy = 1. Simple algebra shows that economy-wide long-run
ex-ante welfare would decline if H is calibrated using a fraction of entrepreneurs larger than 30%.
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explains the qualitative difference (i.e. positive in column (4) and negative in column (3)) in short
run welfare between the two models.74

Of particular importance is the change in consumption volatility and the difference between the
two models. While with linear preferences this change in volatility does not have direct implications
for our measure of welfare gains or losses , the observed changes in consumption volatility help to set
a bound on welfare values. In particular, the decline of consumption volatility of −1.6% observed
in the model with imperfect competition (column (2)) suggests that the reported average welfare
gain can be taken to be a lower bound of the benefits of this policy change. On the contrary, the
increase in consumption volatility of 5.8% observed for the model with perfect competition (column
(3)) implies that the small welfare gain should be taken to be an upper bound of the effects of this
policy on an environment with only perfectly competitive banks.

Table 13: Welfare Consequences of Capital Requirements

High Cap. Req.
(ϕf , ϕb) (0.085, 0.085)
(̺f , ̺b) (0.0, 0.0)

Imperfect Comp. Perfect Comp.

short-run long-run short-run long-run

αH -0.004 0.114 0.030 0.024
∆CVCH

- -1.822 - 6.736

αE -0.280 -0.268 0.015 -0.325
∆CVCE

- -0.673 - 1.425

α -0.034 0.100 0.028 0.005
Avg. ∆CVC - -1.627 - 5.833

Column (2) (3) (4) (5)

Note: αH and αE are defined in equation (52). Positive values correspond to a welfare gain from the reform and a negative value
corresponds to a welfare loss. ∆CVCH

and ∆CVCE
refer to the change in the coefficient of variation of long-run consumption

for households and entrepreneurs, respectively. All values reported in percentage terms.

8 Directions for Future Research

The focus of our paper is the interaction of policy to promote stability and market structure. Our
policy experiments document how policy affects market shares of big and small banks (as well as
the loss of commercial bank market share to the non-bank sector due to regulatory arbitrage) both
through intensive and extensive margins. We also show how market structure affects the efficacy of
policy, providing a quantitative dynamic framework to consider possible nonlinear tradeoffs between
competition and stability discussed in Martinez-Miera and Repullo [46] and Corbae and Levine [23].

While we model the U.S. banking sector using a simple dominant-fringe framework owing to
the roughly 50-50 split between the top 10 big banks and the remaining 5000 smaller banks at
the time of this writing, a direction for future research would consider more complicated strategic
market structures. For instance, Corbae and D’Erasmo [21] assume strategic dominant firms of
different sizes to capture spatial heterogeneity. Another important direction for future research is
to incorporate mergers into this framework. Corbae and D’Erasmo [22] take a step in that direction
by employing the Ericson and Pakes [32] framework to consider the growth of big banks. Finally,
while our Call Report data does not admit borrower level data, as such data becomes available (as
in the Spanish case of Jimenez et al. [41]), ex-ante heterogeneity in borrower type could be added
to the model in future research.

74Table A.15 in Appendix A-3.8 presents the welfare effects of size dependent policies. Columns (6)-(9) show similar
qualitative patterns; size dependent capital and liquidity requirements result in average welfare losses in the short
run and welfare gains in the long run.
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Online Appendix

A-1 Data Appendix

Table A.1: Definition Model Moments

Aggregate loan supply Ls(z, µ) = ℓ′b + Lsf (z, µ, ℓ
′
b)

Output Hy +
∑
j=c,n

Ls,jt

{
p(Rjt−1, zt)(1 + ztR

j
t−1) + (1− p(Rjt−1, zt))(1 − λ)

}

+
∫ ω
0 1{ωt>ΠE(rt−1,zt−1)}ωtdΩ(ωt)

Entry Rate
∑

θM
′
e,θ/

∑
θ

∫
dµθ(nθ, δθ)

Default Frequency 1− p(R∗(µ, z), z′)
Borrower Return p(R∗, z′)(z′R∗(µ, z))
Loan Return p(R∗(µ, z), z′)rL(z, µ) − (1− p(R∗(µ, z), z′))λ
Loan Charge-off Rate (1− p(R∗(µ, z), z′))λ
Interest Margin rL(z, µ)− rd

Loan market share fringe banks Ls,f(z, µ, ℓ′b)/L
s,c(z, µ)

Deposit market share fringe banks
∫
d
′

fdµf (nf , δf )/[
∑

θ

∫
d
′

θdµθ(nθ, δθ)]

Net cash-flow π
′

θ =
{
p(R, z′)rL − (1− p(R, z′))λ

}
ℓ′θ + rAA′

θ − rDd′θ

Risk-Weighted Capital Ratio n
′

θ/ℓ
′

θ = (ℓ
′

θ +A
′

θ + π
′

θ − d
′

θ)/ℓ
′

θ

Loans to Asset Ratio ℓ
′

θ/(ℓ
′

θ +max{A
′

θ + π
′

θ, 0})

Equity to Asset Ratio (ℓ
′

θ +A
′

θ + π
′

θ − d
′

θ)/(ℓ
′

θ +max{A
′

θ + π
′

θ, 0})

Securities to Assets Ratio max{A
′

θ + π
′

θ, 0}/(ℓ
′

θ +max{A
′

θ + π
′

θ, 0})
Markup

[
p(R∗(µ, z), z′)rL(µ, z)

]
/
[
rD + c′θ(ℓ

′
θ)
]
− 1

Lerner Index 1−
[
rD + c′θ(ℓ

′
θ)
]
/
[
p(R∗(µ, z), z′)rL(µ, z)

]

We compile a large panel of banks from 1984 to 2016 using data for the last quarter of each
year.75 The source for the data is the Consolidated Report of Condition and Income (known as
Call Reports) that banks submit to the Federal Reserve each quarter.76 Report of Condition and
Income data are available for all banks regulated by the Federal Reserve System, Federal Deposit
Insurance Corporation (FDIC), and the Comptroller of the Currency. All financial data are on an
individual bank basis.

We consolidate individual commercial banks to the bank holding company level and retain those
bank holding companies and commercial banks (if there is no top holder) for which the share of as-
sets allocated to commercial banking (including depository trust companies, credit card companies
with commercial bank charters, private banks, development banks, limited charter banks, and for-
eign banks) is higher than 25 percent. We follow Kashyap and Stein [43] and den Haan, Sumner and
Yamashiro [24] in constructing consistent time series for our variables of interest. Finally, we only
include banks located within the fifty states and the District of Columbia. (0 <RSSD9210< 57).
In addition to information from the Call Reports, we identify bank failures using public data from
the FDIC.77 We also identify mergers and acquisitions using the Transformation table in the Call

75There was a major overhaul to the Call Report format in 1984. Since 1984 banks are, in general, required to
provide more detailed data concerning assets and liabilities. Due to changes in definitions and the creation of new
variables after 1984 some of the variables are only available after this date.

76Balance Sheet and Income Statements items can be found at https://cdr.ffiec.gov/public/.
77Data is available at https://www.fdic.gov/bank/individual/failed/banklist.html.
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Reports.
To deflate balance sheet and income statement variables we use the CPI index. To compute

business cycle correlations, variables are detrended using the HP filter with parameter 6.25. When
we report weighted aggregate time series we use the asset market share as weight. To control for
the effect of a small number of outliers, when constructing the loan returns, cost of funds, charge
offs rates and related series we eliminate observations in the top and bottom 1% of the distribution
of each variable. We also control for the effects of bank entry, exit and mergers by not considering
the initial period, the final period or the merger period (if relevant) of any given bank.

Tables A.2 and A.3 present the balance sheet variables, and income statement variables and
the derived variables used, respectively.
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Table A.2: Variable Mapping to Call Report Data

year year
Variable Name Code Number start end
Balance Sheet

Total Assets RCFD 2170 1984 2016
Loans RCFD 1400 1984 2016
Deposits RCFD 2200 1984 2016
Federal Funds Purchased RCFD 2800 1984 2001

RCFD B993 + B995 2002 2016
Loans Non-Accrual RCFD 1403 1984 2016
Loans Past Due 90 Days RCFD 1407 1984 2016
Tier 1 Capital RCFD 8274 1996 2013

RCFA 8274 2014 2016
Risk-Weighted Assets RCFD A223 1996 2013

RCFA A223 2014 2016
Other borrowings RCFD 2835 1984 2000

RCFD 3190 2001 2016
Cash RCFD 0010 1984 2016
Federal Funds Sold RCFD 1350 1984 2001

RCFD B987 + B989 2002 2016
U.S. Treasury Securities RCFD 0400 1984 1993

RCFD 0211 + 1287 1994 2016
U.S. Agency Obligations RCFD 0600 1984 1993

RCFD 1289+1294+1293+1298+1698+1702+ 1994 2008
1703+1707+1714+1717+1718+1732

1289+1294+1293+1298+G300+G303+G304+ 2009 2010
G307+G312+G315+G316+G319+G324+G327

1289+1294+1293+1298+G300+G303+G304+ 2011 2016
G307+G312+G+15+G316+G319+K142+K145

Income Statement

Interest Income Loans RIAD 4010 + 4065 1984 2016
Interest Expense Deposits RIAD 4170 1984 2016
Interest Expense Fed Funds RIAD 4180 1984 2016
Charge Off Loans RIAD 4635 1984 2016
Recovery Loans RIAD 4605 1984 2016
Total expenses RIAD 4130 1984 2016
Expenses on premises and fixed assets RIAD 4217 1984 2016
Labor expenses RIAD 4135 1984 2016
Total Non-interest Income RIAD 4079 1984 2016
Interest Income Safe Securities RIAD 4027 1984 2000

B488 2001 2016
Equity Issuance RIAD 4346 + B510 1984 2000

RIAD B509 + B510 2001 2016
Dividends RIAD 4470 + 4460 1984 2016

Note: Source Call and Thrift Financial Reports.
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Table A.3: Derived Variables

Variable Name
Loans (Risk-Weighted Assets) To Assets Risk-Weighted Assets/ Total Assets
Cash & Securities To Assets 1-Risk-Weighted Assets/ Total Assets
Capital Ratio (risk-weighted) Tier 1 Capital / Risk-Weighted Assets
Equity to Assets Tier 1 Capital / Total Assets
Deposits to Assets 1-Equity to Assets
Interest Return on Loans Int. Income Loans / Loans
Interest Cost Deposits Int. Expense Deposits / Deposits
Loan Interest Margin Int. Return on Loans - Int. Cost Deposits
Cost Fed Funds Int. Expense Fed Funds / Fed Funds Purchased
Charge Off Rate Loans (Charge Off Loans - Recovery Loans) / Loans
Delinquency Rate Loans (Loans Non-Accrual + Loans Past Due 90 Days) / Loans
Safe Securities U.S. Treasury Securities + U.S. Agency Obligations
Cost of Funds (Int. Exp. Dep. + Int. Exp. Fed Funds) /(Dep. + Fed Funds)
Interest Return on Safe Assets Int. Inc. Safe Securities / Safe Securities
Return Safe Securities Int. Return on Safe Assets - Mg Non-Int. Exp. on Safe Securities
Return on Loans Interest Return on Loans - Charge Off Rate Loans
Mg. Net Exp Mg Non-Int. Expense - Mg Non Int. Inc.
Markup Int. Return on Loans / (Cost of Funds + Mg. Net Exp)-1
Lerner Index 1-(Cost of Funds + Mg. Net Exp)/Int. Return on Loans

Note: “Int.” denotes Interest, “Exp.” Expenses, “Dep.” Deposits, “Mg” Marginal, “Inc.” Income. Source
Call and Thrift Financial Reports.

A-1.1 Appendix Parameterization

The following is the discrete grid for aggregate shocks:

{zC , zB , zM , zG} = {0.97376, 0.98685, 1.000001.01321}

The transition matrix for aggregate shocks is (rows correspond to z and columns correspond to z′)

F (z, z′) =




0.11795 0.43509 0.37248 0.07448
0.05682 0.33929 0.45621 0.14767
0.02422 0.23204 0.48749 0.25625
0.00901 0.13866 0.45621 0.39611




A-2 Computational Algorithm

We solve the model using a variant of Krusell and Smith [44] and Ifrach and Weintraub [40]. The
main difficulty arises in approximating the distribution of fringe banks and computing the loan
reaction function from the fringe sector to clear the loan market.

We approximate the (infinite dimensional) cross-sectional distribution of fringe banks µf using
a finite set of moments:

• The mass of incumbent fringe banks (denoted M):

M =

∫

K×D

dµf (k, δ). (A.2.1)

This moment is relevant since the model features endogenous entry and exit and the mass of
incumbent banks fluctuates with the business cycle.
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• The cross-sectional average fringe bank net-worth plus deposits (denoted by N ):

K =

∫
K×D

(k + δ)dµf (k, δ)

M
. (A.2.2)

This moment is relevant since it determines feasible loan and asset choices at the beginning
of the period.

In order to predict the evolution of the mass of fringe banks M′ we use the solution to the
problem of the fringe entrant (which provides M ′

e,f ) and use a log-linear function to predict the
mass of fringe survivors after exit (denoted by M′

x). The mass of fringe entrants M ′
e,f , survivors

M′
x and future incumbents M′ are linked since the distribution evolves according to:

µ′f (k
′
f , δ

′
f ) =

∫ ∑

δf

(1− x′f (kf , δf ; z, µ, ·, z
′, rn))1{k′f=k

′
f (nf ,δf ,z,µ,·,z′,rn))}Gf (δ

′
f , δf )dµf (kf , δf )

+ M ′
e,f1{k′f=k

′
e,f (z,µ,z

′,M ′
e,f )}

Ge,f (δf ) (A.2.3)

and

M′
x =

∫ ∑

δf

(1− x′f (kf , δf ; z, µ, ·, z
′, rn))dµf (kf , δf ). (A.2.4)

Then M′ = M′
x +M ′

e,f . The function, specifically regression (the coefficients of which we present

in Table A.5), we use to approximate the law of motion for M′
x is denoted FMx(z, kb, δb, K,M, z′).

Similarly, the evolution of K′ is approximated using a regression FK(z, kb, δb, K,M, z′) with coeffi-
cients presented in Table A.4. While (A.2.3) and (A.2.4) depend on rn, our approximate transition
functions FMx and FK do not depend on rn. The non-bank first order condition for loan supply
(equation (43)) pins down the non-bank interest rate rn only as a function of z. Since z is already
part of the state space when estimating FMx and FK, we drop rn from the regressions.

To compute the reaction function (loan supply Lsf (z, µ, ℓ
′
b, r

n)) of the fringe sector, we approx-
imate the components of the loan market clearing condition

ℓ′b(k, δ, z, µ, r
n) +

∫

K×D

ℓ′f (k, δ, z, µ, ℓ
′
b, r

n)dµf (n, δ)

︸ ︷︷ ︸
=Ls

f (z,µ,ℓ
′
b,r

n)

= Ld,c(r, z) (A.2.5)

with ℓ′b(k, δ, z,K,M, rn) and Lsf (z, kb, δb,K,M, ℓ′b, r
n). As part of the solution algorithm, we iterate

on these functions until we find a fixed point. Note that since the big bank is a dominant player
in a Stackelberg game, its individual state variables {kb, δb} are part of the state space of fringe
banks. This allows fringe banks to incorporate in full the equilibrium big bank’s loan decision when
making their own loan decisions. That is, when solving for an equilibrium, the loan supply of fringe
banks is approximated with Lsf (z, kb, δb,K,M, ℓb(kb, δb, z,K,M, rn), rn). As we described above,
rn is a function of z and, since z is already part of the state space, we drop rn when approximating
the fringe bank reaction function Lsf = FL(z, kb, δb,K,M) via a linear regression.

Specifically, to find an equilibrium we perform the following steps:

1. Iterate on aggregate functions. Starting with aggregate functions for any iteration k (with
an initial guess if k = 0):

Lsf = FL
k (z, kb, δb,K,M),

K′ = FK
k (z, kb, δb,K,M, z′),

M′
x = FMx

k (z, kb, δb,K,M, z′).
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2. Solve the dominant bank problem to obtain the big bank value function and decision rules.

3. Solve the problem of fringe banks to obtain the fringe bank value functions and decision
rules.

4. Solve the entry problem of the big and fringe banks, which gives us the measure of fringe
entrants M ′

e,f as a function of the state space.

5. Simulate the exogenous process zt and obtain a sequence of variables {δb,t, nb,t,Kt,Mx,t,Me,t}
T
t=1,

where T = 10, 000. Dropping the first 2000 observations, evaluate the prediction errors using
the following criterion:

distK =
∥∥{|Kt+1 − FK

k (zt, kb,t, δb,t,Kt,Mt, zt+1)|}
∥∥ (A.2.6)

distMx =
∥∥∥{|Mx,t+1 − FMx

k (zt, kb,t, δb,t,Kt,Mt, zt+1)|}
∥∥∥ (A.2.7)

distL
s
f =

∥∥{|Lsf,t − FL
k (zt, kb,t, δb,t,Kt,Mt)|}

∥∥ (A.2.8)

dist = max{distK,distMx ,distL
s
f } (A.2.9)

where ‖ · ‖ can denote the sup-norm or the average norm.

6. If tolerance is achieved (i.e. dist < tol), stop. Otherwise, run linear regressions of Lsft on
(zt, kb,t, δb,t,Kt,Mt) and (Kt+1,Mx,t+1) on (zt, kb,t, δb,t,Kt,Mt, zt+1) to obtain new coeffi-
cients for (HL

k+1, F
K
k+1,H

M
k+1) and return to (1) with the updated coefficients.

We find that adding a small amount of exogenous exit helps with the computation, especially
when estimating the parameters of the model since simulations with no exit and positive entry
induce non-stationary dynamics that lead to inaccurate approximations of the equilibrium aggregate
functions. We denote by ρx the exogenous exit parameter and set ρx = 0.005 or smaller.

A-2.1 Equilibrium Aggregate Functions

We use linear equations to estimate the evolution of aggregate variables. Table A.4 presents the
estimated coefficients for the function HK(z, nb, δb,N ,M, z′). Each column presents the coefficients
for each corresponding z′.
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Table A.4: K
′
= FK(z, kb, δb,K,M, z′)

De. Var. K

zC zB zM zG
constat -0.1186 -0.1382 -0.1653 -0.1616
se 0.0055 0.0026 0.0021 0.0055
kb -0.0096 -0.0090 -0.0225 -0.0356
se 0.0152 0.0072 0.0051 0.0072
δb -0.0007 0.0012 0.0008 0.0001
se 0.0005 0.0002 0.0002 0.0003
K 0.6412 0.6632 0.7734 0.7668
se 0.0217 0.0127 0.0098 0.0178
M -0.0003 0.0001 0.0003 -0.0005
se 0.0001 0.0001 0.0001 0.0004

z
′

0.1882 0.2002 0.2055 0.2088
se 0.0036 0.0015 0.0012 0.0019

N obs. 45144 377352 709776 379728
R2 0.9375 0.9286 0.9285 0.9068

Table A.5 presents the estimated coefficients for the function FMx(z, kb, δb,K,M, z′).

Table A.5: M
′

x = FMx(z, kb, δb,K,M, z′)

De. Var. M
′

x

zC zB zM zG
constat -0.7323 -1.1257 0.0152 -1.7094
se 0.1701 0.0541 0.2842 0.6330
kb -0.7910 -1.5000 -0.0164 0.2743
se 0.4683 0.1487 0.6847 0.8287
δb 0.0076 -0.0512 -0.0603 -0.0181
se 0.0156 0.0045 0.0215 0.0340
K 3.6078 5.9375 -1.0331 2.8781
se 0.6702 0.2626 1.3097 2.0602
M 0.9923 0.9901 0.9396 0.9945
se 0.0028 0.0017 0.0105 0.0427

z
′

0.0762 0.1258 0.5452 1.1555
se 0.1107 0.0309 0.1592 0.2182

N obs. 45144 377352 709776 379728
R2 0.9986 0.9961 0.9217 0.9313

Table A.6 presents the estimated coefficients for the function FL(z, kb, δb,K,M).
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Table A.6: Lsf = FL(z, kb, δb,K,M)

De. Var. Lsf
zC zB zM zG

constat -0.8570 -1.9105 -0.5846 -0.4361
se 0.0651 0.0586 0.0307 0.0448
kb 0.3598 1.2785 0.0711 -0.6181
se 0.2691 0.1947 0.0909 0.0628
δb -0.0609 -0.1357 -0.0323 -0.0201
se 0.0089 0.0059 0.0029 0.0026
K 5.1675 12.3447 3.8852 2.7325
se 0.3802 0.3439 0.1739 0.1561
M 0.1222 0.0899 0.1205 0.1305
se 0.0016 0.0022 0.0014 0.0032

N obs. 45144 377352 709776 379728
R2 0.9734 0.96246 0.97155 0.9932

A-2.2 Computing Policy Counterfactuals

We present short- and long-run results of the policy changes. To perform these experiments
we proceed as follows. First, we compute the long-run equilibrium with the baseline policy
parameters (pre-reform) and the long-run equilibrium with policy parameters after the reform
(post-reform). The moments from these two long-run equilibrium are the basis for the long-run
effects. This step provides a set of bank value functions Vθ,pre and Vθ,post for pre- and post-
reform, respectively, with the corresponding decision rules {ℓ′θ,pre, A

′
θ,pre, d

′
θ,pre,Dθ,pre, eθ,pre, x

′
θ,pre}

and {ℓ′θ,post, A
′
θ,post, d

′
θ,post,Dθ,post, eθ,post, x

′
θ,post}, aggregate functions FL

pre, F
N
pre, and F

Mx
pre for the

pre-reform equilibrium and FL
post, H

N
post, and H

Mx
post.

In order to compute the short-run effects, we assume the unanticipated policy change is an-
nounced and put into effect immediately. We approximate the response of the economy during the
transition between the two long-run equilibria by computing the solution of bank, entrepreneur,
and household problems under the new policy parameters assuming that beliefs about the future
moments of the cross-sectional distribution M′

x and N ′ as well as big bank beliefs about the fringe
bank reaction function Lsf during the transition are a convex combination of FL

pre, F
N
pre, and F

Mx
pre

and FL
post, F

K
post, and F

Mx
post :

FL
q,trans(z, kb, δb,K,M) = (1− qtrans)F

L
pre(·) + qtransF

L
post(·), (A.2.10)

FK
q,trans(z, kb, δb,K,M) = (1− qtrans)F

K
pre(·) + qtransF

K
post(·), (A.2.11)

FMx
q,trans(z, kb, δb,K,M) = (1− qtrans)F

Mx
pre (·) + qtransF

Mx
post (·). (A.2.12)

The weight on the post-reform functions, qtrans, is meant to simply approximate a learning process
with a slow adjustment of beliefs along the path to the new long-run equilibrium where the economy
switches permanently to FL

post, F
N
post, and F

Mx
post . We choose the parameter qtrans to minimize the

prediction errors from the difference between the aggregate functions FL
q,trans, F

N
q,trans, and F

Mx
q,trans

evaluated at {zt, δb,t, nb,t,Nt,Mx,t,Me,t}
T
t=1 consistent with optimal behavior along the transition

path and (Lsft,Kt+1,Mx,t+1). This belief approximation method yields optimal decision rules that
take into account the changes in policy parameters and the adjustment of the aggregate functions
as the economy moves between the two long-run equilibria.
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Specifically, the value function of the bank during the transition Vθ,q,trans and the corresponding
decision rules {ℓ′θ,q,trans, A

′
θ,q,trans, d

′
θ,q,trans,Dθ,q,trans, eθ,q,trans, x

′
θ,q,trans} solve

Vθ,q,trans(nθ, δθ; z, nb, δb,N ,M, χ, rn) = max
{ℓ′θ,A

′
θ,Dθ,eθ}≥0,d′θ∈[0,δθ]

{
Dθ − eθ (A.2.13)

+γβEz′|z

[
max

x′θ∈{0,1}

{
(1− x′θ)[(1− qtrans)Eδ′θ |δθVθ,q,trans(k

′
θ, δ

′
θ; z

′, n′b, δ
′
b,K

′,M′, χ, rs
′
)

+qtransEδ′θ |δθVθ,post(n
′
θ, δ

′
θ; z

′, k′b, δ
′
b,K

′,M′, χ, rs
′
)] + x′θV

x
θ,q(k

′
θ, ℓ

′
θ)
}]}

s.t.

kθ + d′θ + eθ ≥ ℓ′θ +A′
θ +Dθ + ζθ(eθ, z) + [κθ + cθ (ℓ

′
θ)] (A.2.14)

k′θ = π′θ + ℓ′θ +A′
θ − d′θ (A.2.15)

k′θ ≥ ϕθ,z,post(w
ℓ
θℓ

′
θ + wAθ,z(A

′
θ + π′θ(z

′ = z))) (A.2.16)

̺θ,z,postd
′
θ ≤ A′

θ + π′θ(z
′ = z) (A.2.17)

Ld,c(r, z) = ℓ′b + Lsf (z, kb, δb,K,M) (A.2.18)

Lsf = FL
q,trans(z, nb, δb,N ,M) (A.2.19)

N
′
= FK

q,trans(z, kb, δb,N ,M, z′) (A.2.20)

M
′

x = FMx
q,trans(z, kb, δb,K,M, z′), (A.2.21)

where Vθ,post is the continuation value associated with the post-reform long-run equilibrium once the
aggregate functions change permanently. Once the economy switches to the post-reform aggregate
functions, decision rules are those from the post-reform long-run equilibrium. However during the
transition, decision rules are optimal given the belief approximation. While the value of qtrans is
chosen to minimize the prediction errors of the aggregate functions (i.e., the same criteria that
we use to compute a long-run equilibrium), unlike the prior minimization problem it does not
re-estimate the aggregate functions along the transition.

Specifically, we perform the following steps:

1. Set a grid for qtrans ∈ {q1trans, . . . , q
Q
trans} with q1trans > 0 and qQtrans ≤ 1.

2. Use qtrans as well as aggregate functions FL
pre, F

N
pre, F

Mx
pre , and FL

post, F
N
post, and FMx

post to

construct FL
q,trans, F

N
q,trans, and F

Mx
q,trans.

3. Using FL
q,trans, F

N
q,trans, and F

Mx
q,trans, solve the dominant bank problem and the fringe bank

problems in (A.2.13).

4. For a given set of initial conditions, simulate the exogenous process zt, a random variable qt
which determines whether the aggregate beliefs are defined as in equations (A.2.10)-(A.2.12)
or transit to the post-reform economy with probability qtrans, and obtain a sequence of vari-
ables {δb,t, nb,t,Kt,Mx,t,Me,t}

T
t=1, where T = 10, 000. Dropping the first 2000 observations,

evaluate the prediction errors during the transition period using:

distKtrans = ||{|Kt+1 − FK
q,trans(kb, δb, z,K,M)|}|| (A.2.22)

distMx
trans = ||{|Mx,t+1 − FMx

q,trans(kb, δb, z,K,M)|}|| (A.2.23)

dist
Ls
f

trans = ||{|Lsf,t − FL
q,trans(kb, δb, z,K,M)|}|| (A.2.24)
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and evaluate the prediction errors using FL
post, F

K
post, and FMx

post once beliefs transit to the

post-reform state. Let disttrans = max{distKtrans,dist
Mx
trans,dist

Ls
f

trans}

5. Select the value of qtrans that minimizes the prediction errors (i.e., the value of qtrans ∈
{q1trans, . . . , q

Q
trans} that minimizes disttrans).

Initial conditions are set using the average long-run distribution of the pre-reform economy,
µ̄(n, δ), that is obtained during the simulation of the model pre-reform. That is, µ̄(k, δ) =∑T

t=1
µθ,t(k,δ)

T
where T = 8, 000 is the number of periods used to compute the moments as we

simulate the economy for 10,000 periods and discard the initial 2,000 periods. Using µ̄(k, δ) (that
implies a value for kb, δb, M and K), and z = 1 as a starting point, the policy change is announced
and put into effect immediately. With {ℓ′θ,q,trans, A

′
θ,q,trans, d

′
θ,q,trans,Dθ,q,trans, eθ,q,trans, x

′
θ,q,trans}

for the selected qtrans at hand, we simulate the economy forward. We find that for our main ex-
periment the optimal weight (i.e., the one that minimizes the forecast errors along the transition is
0.975. The moments reported as the “short-run” effects correspond to the moments that arise five
periods after the policy change.

A-3 Additional Results

For the parameter values in Tables 5.a and 5.b, we find an equilibrium where, for example when
aggregate variables are evaluated at their observed mean, exit occurs along the equilibrium path
by fringe banks: (i) with the lowest deposit holdings (δf = δL = 0.064, which is 59% lower than
the deposits of an average fringe bank) and low net worth levels (kf ≤ 0.0045, that represents
on average a risk-weighted equity ratio of 3.25%), and (ii) with up to average deposit holdings
(δf ≤ δM = 0.0621) but even smaller net worth levels (kf ≤ 0.002, only 1.7% of average loans) if
the economy heads into crisis or bad times (i.e. z = zM and z′ ∈ {zC , zB}). Note that this includes
banks with negative net-worth ex-post (i.e., after the realization of z′ but before having the option
to recapitalize the bank). Dominant-bank exit is not observed along the equilibrium path. On
the equilibrium path, fringe banks that survive the arrival of a bad aggregate shock accumulate
securities in order to avoid future exit. The loan supply of big banks increases with net-worth,
deposits δb, and the aggregate shock and results in a procyclical big bank loan supply along the
equilibrium path. The loan supply of fringe banks is also positively related to their net-worth and
deposit level but, as they respond to changes in the loan supply of big banks, the relationship of
their loan supply and the aggregate shock is significantly weaker than that of the big bank.

We present business cycle correlations as qualitative test of the model. Table 7 provides the
correlation between key aggregate variables with output. This appendix presents the graphical
representation of those correlations and the estimated coefficient of a linear regression between
the corresponding variable and output.78 Figure A.1 plots a set of scatter plots of each variable
included in Table 7 and output for the model with imperfect competition. Figure A.2 presents the
same correlations for the model with perfect competition.

78We use the following dating conventions in calculating correlations. We compute correlations to resemble how
correlations are computed in the data and consistent with the timing of the model. Since some variables depend on
z and µ (e.g., loan interest rates rL(z, µ)) and some other variables depend on z, µ, and z′, (e.g. default frequency
1 − p(R(rL(z, µ)), z′)), Table 7 displays contemporaneous correlations (i.e., correlations between any two variables
observed during the same period) corr(output(z, µ, z′), x(z′, µ′)) and corr(output(z, µ, z′), y(z, µ, z′)), where x(z′, µ′)
is any variable x that depends on (z′, µ′) and y(z, µ, z′) is any variable y that depends on (z, µ, z′).
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Figure A.1: Business Cycle Correlations with Imperfect Competition
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Figure A.2: Business Cycle Correlations with Perfect Competition
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We observe that, as in the data, the model with imperfect competition generates countercyclical
exit rates, default frequencies, charge-off rates, interest margins, and markups. Moreover, the
model generates procyclical entry rates as well as aggregate loans and deposits. The model with
perfect competition misses on many of these correlations. Of particular importance is the negative
correlation between entry rates and output as well as the positive correlation between interest
margins and markups with output.

Table A.7 provides additional non-targeted moments from the model. Table A.7 shows that the
model captures relatively well all of the moments in the balance sheets of banks of different sizes.
Note that the securities to asset ratio is implied by the loan to asset ratio (since loans and securities
are the only two assets in the model). Similarly, the deposit to asset ratio and the equity to asset
ratio are implied by the loan to asset ratio and the risk-weighted capital ratio (effectively equal
to equity to loans in the model). The model under-predicts the frequency of dividend payments
(mostly for fringe banks) and the frequency of equity issuance for big banks (even though costs are
substantially low) and for fringe banks. The model generates a level of markups and Lerner Index
that are slightly higher than in the data in Table A.7. The loan return is aligned with the values
observed in the data.
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Table A.7: Additional Model and Data Moments

Long-Run Averages 1984-2007 Imperfect Competition Perfect Competition
Moment (%) Data Model Data Model
Securities to Asset Ratio (b, f) (21.55, 26.16) (6.13, 25.29) (·, 24.15) (·, 29.33)
Dep/Asset ratio (b, f) (93.36, 91.06) (90.11, 91.80) (·, 92.10) (·, 91.93)
Equity to Asset Ratio (b, f) (6.64, 8.94) (9.89, 8.20) (·, 7.90) (·, 8.07)
Frequency of Equity Issuance (b, f) (10.73, 9.55) (0.00, 1.37) (·, 9.71) (·, 4.80)
Frequency of Div payment (b, f) (94.59, 81.31) (97.22, 15.46) (·, 86.53) (·, 49.85)
Avg Markup 72.65 95.24 72.65 84.72
Avg Lerner Index 42.08 48.78 42.08 45.86
Avg Loan Return 4.48 4.06 4.48 3.98
Bank Entry Rate 1.65 0.85 1.65 1.50

Figure A.3 presents the evolution of the mass of fringe banks, the loan market share of fringe
banks as well as entry and exit rates over the business cycle for the model with imperfect competi-
tion. When the economy enters into a recession, a larger fraction of fringe banks exit. The reduction
in the number of banks is compensated by entry of new banks. However, in some instances entry is
gradual and the level of competition is not restored immediately. This is an important amplification
mechanism that derives from endogenous changes in competition in our model. Downturns that
lead to a more concentrated industry are amplified. This figure also makes clear that the model
can generate endogenous cycles in bank level competition. While in the model these cycles tend
to be short lived, they are largely consistent with the evidence we presented on banking industry
dynamics.
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Figure A.3: Competition over the Business Cycle
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A-3.1 The Bank Lending Channel

In Section 6.4 we described that the model with imperfect competition is able to capture the
lending channel. To understand the mechanism at play, Table A.8 presents the aggregate and
industry effects of the unexpected policy change. We present the effects of the policy change in the
short run (after five periods) and in the long run. Increasing the cost of bank finance decreases the
value of both types of banks in the short run as well as small banks in the long run. This leads to
high exit rates for small banks in the short run and a subsequent drop in the number (measure) of
small banks in the long run. Their loan and deposit market share declines considerably in the short
and long run. The tightening of monetary policy and the subsequent increase in deposit finance
costs of 25 basis points lead to an increase in loan rates in the short run and long run (3.5% and
6.9%, respectively). Despite the rise in loan rates, net interest margins fall by 2.2 percent in the
short run and increase by 1.8% in the long run. Further, there is a decline in markups that is much
more pronounced in the short run. In summary, the model exhibits incomplete pass-through of
contractionary monetary policy which is consistent with models of imperfect competition such as
Dreschler, Savov, and Schnabl [29], who find (page 1854) that deposit spread betas (with respect
to changes in the fed funds rate) are less than one, and Wang, Whited, Wu, and Xiao [64], who
find that lending spreads decline in the short run after a contractionary monetary policy shock.
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Table A.8: Aggregate and Industry Effects of Contractionary Monetary Policy

Benchmark Monetary Policy
Moment (%) (rs = 0.0065) (rs = 0.0094)

Short Run Long Run

Moment (%) ∆ (%) ∆ (%)

Capital Ratio (b, f) (10.24, 10.89) (3.53, 1.21) (3.89, 0.20)
Exit Rate 0.87 37.13 -25.07
Entry Rate 0.90 -100.00 -23.85
Loan mkt sh. Fringe 70.81 -15.42 -40.45
Dep. mkt sh. Fringe 75.61 -12.98 -37.48
Loan Interest Rate 4.67 3.47 6.89
Net Interest Margin 3.99 -2.21 1.81
Avg. Markup 95.71 -12.94 -0.32

Additional Moments

Measure Banks Fringe -39.26 -71.02
Bank Loan Supply -25.86 -48.41
Output -0.27 -0.88
Column (2) (3) (4)
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A-3.2 Higher capital requirements

Table A.9: Benchmark Model vs Perfectly Competitive Model

Baseline High Capital Requirements
(ϕf , ϕb) (0.04, 0.04) (0.085, 0.085) (·, 0.085)

Imperfect Perfect
Comp. Comp. Imperfect Comp. Perfect Comp.

Short Run Long Run Short Run Long Run
Moment (%) (%) ∆ (%) ∆ (%) ∆ (%) ∆ (%)

Capital Ratio (b, f) (10.24, 10.89) (·, 11.56) (37.56, 35.80) (44.24, 53.65) (·, 33.81) (·, 36.66)
Exit Rate 0.87 2.24 37.09 -20.20 -76.08 -0.34
Entry Rate 0.90 2.27 -96.32 -20.32 -100.00 1.19
Prob. of Crisis 0.14 1.10 - -20.00 - 12.73
Loan mkt sh. f 70.81 100.00 -4.85 -6.07 0.00 0.00
Dep. mkt sh. f 75.61 100.00 -0.82 -4.38 0.00 0.00
Loan Int. Rate rc 4.67 4.58 0.95 1.17 0.50 1.41
Borrower Return 14.46 14.99 0.43 0.00 0.18 0.00
Default Freq. 1.66 1.62 -12.59 0.63 -0.50 0.69
Int. Margin 3.99 3.90 1.11 1.37 0.59 1.66
Avg. Markup 95.71 84.92 12.59 1.37 0.49 0.00
Loans/Assets (b, f) (94.06, 74.57) (·, 71.42) (−0.77,−12.47) (−0.25,−2.64) (·,−5.47) (·,−2.49)
Sec/Assets (b, f) (5.93, 25.42) (·, 28.58) (12.31, 36.63) (4.09, 7.79) (·, 13.68) (·, 6.22)
E. I./Assets (b, f) (0.00, 0.06) (·, 0.14) (22812.50, 279.81) (0.00,−48.81) (·,−67.96) (·, 0.69)
Div/Assets (b, f) (2.14, 0.51) (·, 1.01) (−27.56,−54.43) (2.93, 12.33) (·,−12.80) (·, 7.20)
Ls,c/Total Credit 53.40 52.67 -7.11 -8.66 -3.74 -10.27
Ls,c/Output 31.03 32.16 -7.19 -8.73 -3.89 -10.33
Bank Dep./Output 35.96 41.87 -2.45 -11.83 -2.44 -11.07

Additional Moments

Measure f Banks -3.92 -15.19 -4.34 -12.18
Bank Loan Supply -7.19 -8.90 -3.77 -10.52
Total Loan Supply -0.08 -0.27 -0.05 -0.29
Output 0.00 -0.19 0.12 -0.22
Taxes/Output -30.02 -68.50 -92.64 -32.74
Borrower Project (R) 0.056 0.007 0.027 0.008
Loans (b, f) (3.65,−7.98) (4.45, 0.73) (·, 0.85) (·, 1.73)
Net cash flow (b, f) (8.77,−0.44) (7.21, 4.50) (·, 4.15) (·, 5.25)

Column (2) (3) (4) (5) (6) (7)

Note: ∆(%) refers to the percentage change relative to the baseline model with capital requirements at ϕθ = 0.04
(columns (2) and (3)) for the corresponding model with imperfect competition or with perfect competition. The

baseline columns in this table differ slightly from those of Table 6 due to the inclusion of the crisis state.
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A-3.3 Size Dependent Capital Requirements with Liquidity Requirements

Table A.10: Size Dependent Experiments

Baseline Size Dep Cap Req. and Liq. Req. Count. Cap. Req. & Liq. Req.

(ϕf , ϕb) (0.04, 0.04) (0.085, 0.11) (0.085, [0.11, 0.135])
(̺f , ̺b) (0.0, 0.0) (0.0, 0.08) (0.0, 0.08)

Short Run Long Run Short Run Long Run

Moment (%) ∆ (%) ∆ (%) ∆ (%) ∆ (%)

Capital Ratio (b, f) (10.24, 10.89) (63.58, 35.19) (70.38, 52.71) (83.46, 35.26) (95.92, 52.71)
Exit Rate 0.87 37.39 -20.00 36.56 -19.47
Entry Rate 0.90 -94.66 -20.21 -95.00 -19.58
Prob. of Crisis 0.14 20.00 30.00
Loan mkt sh. Fringe 70.81 -2.80 -3.24 -3.17 -4.36
Dep. mkt sh. Fringe 75.61 -0.83 -3.84 -0.80 -4.09
Loan Interest Rate 4.67 1.22 1.26 1.14 1.23
Borrower Return 14.46 0.42 0.00 0.42 0.00
Default Frequency 1.66 -12.46 0.67 -12.50 0.66
Net Interest Margin 3.99 1.43 1.48 1.33 1.45
Avg. Markup 95.71 16.22 3.87 15.30 2.88
Loans/Assets (b, f) (94.06, 74.57) (−8.85,−12.45) (−8.32,−2.44) (−9.38,−12.32) (−8.27,−2.41)
Sec/Assets (b, f) (5.93, 25.42) (140.52, 36.55) (132.16, 7.20) (148.94, 36.17) (131.38, 7.10)
E. I./Assets (b, f) (0.00, 0.06) (58187.50, 258.35) (−75.00,−48.81) (98400.00, 279.81) (500.00,−46.58)
Div/Assets (b, f) (2.14, 0.51) (−29.90,−52.63) (0.91, 12.58) (−35.61,−53.14) (1.19, 12.84)
Ls,c / Total Credit 53.40 -9.12 -9.30 -8.50 -9.11
Ls,c / Output 31.03 -9.21 -9.38 -8.59 -9.19
Bank Dep. / Output 35.96 -2.42 -10.48 -2.36 -11.10

Additional Moments

Measure Banks Fringe -3.90 -13.40 -3.84 -14.25
Bank Loan Supply -9.25 -9.57 -8.61 -9.38
Total Loan Supply -0.14 -0.29 -0.12 -0.28
Output -0.04 -0.20 -0.03 -0.20
Taxes/Output -25.82 -66.53 -28.21 -66.65
Borrower Project (R) 0.06 0.08 0.06 0.01
loans (b, f) (−3.17,−8.10) (−2.49, 0.89) (−1.70,−7.86) (0.15, 0.94)
Net cash flow (b, f) (5.41,−0.26) (3.78, 4.66) (7.32,−0.18) (7.09, 4.66)

Column (2) (3) (4) (5) (6)

Note: ∆(%) refers to the percentage change relative to the baseline model with capital requirements at ϕθ = 0.04
(columns (2) and (3)). The baseline columns in this table differ slightly from those of Table 6 due to the inclusion

of the crisis state. The minimum capital requirement for the big bank in columns (5) and (6) is
ϕb,z = {0.1100, 0.1183, 0.1266, 0.1350}.

A-3.4 Volatility Implications of Policy Counterfactuals

The banking crisis indicator takes value equal to one in periods whenever: (i) the loan default
frequency and the exit rate are higher than two standard deviations from their mean; (ii) deposit
insurance outlays as a fraction of GDP are higher than 2%; or (iii) large dominant banks are
liquidated. We let the indicator I{(1−p)} take value 1 when the default frequency is higher than 2
standard deviation from its mean. Similarly, we let the indicator I{xr} take value 1 when the exit
rate is higher than 2 standard deviation from its mean. Condition (i) in the definition of a banking
crisis is true whenever I{(1−p)} = I{xr} = 1. Table A.11 presents some relevant volatility measures
across experiments as well as the probability of occurrence for the indicators that are used for the
construction of the crisis probability. In particular, Pr(I{(1−p)} = 1) denotes the probability that
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I{(1−p)} = 1, Pr(I{xr} = 1) the probability that I{xr} = 1, Pr(I{xr} = 1 & I{(1−p)} = 1) denotes
the probability that I{(1−p)} = 1 and I{xr} = 1 (i.e., the probability that condition (i) is satisfied).
We also show the probability that I{xr} = 1 and I{(1−p)} = 0 (Pr(I{xr} = 1 & I{(1−p)} = 0)) and
the probability that I{xr} = 0 and I{(1−p)} = 1 (Pr(I{xr} = 0 & I{(1−p)} = 1)). Finally, Table A.11
also shows the probability that deposit insurance outlays as a fraction of GDP are higher than 2%
(i.e., the probability that condition (ii)) is satisfied (Pr(τ/output > 2%)).

Table A.11: Volatility and Policy Counterfactuals with Imperfect Competition

Size Dep Cap Req. Count. Cap. Req.
Baseline High Capital Req. and Liq. Req. and Liq. Req.

(ϕf , ϕb) (0.04, 0.04) (0.085, 0.085) (0.085, 0.11) (0.085, [0.11, 0.135])
(̺f , ̺b) (0.0, 0.0) (0.0, 0.0) (0.0, 0.08) (0.0, 0.08)

Std Dev. (%)

Loan Supply Fringe 2.30 3.53 3.68 3.61
Loan Supply Big 4.24 4.15 4.28 4.07
Bank Loan Supply 4.27 5.01 5.03 4.95
Output 4.39 4.35 4.33 4.33
Default Frequency 2.05 2.06 2.0810 2.0807
Exit Rate 1.16 0.48 0.51 0.51

Pr (%)

Pr(τ/output > 2%) 0.04 0.00 0.00 0.00
Pr(I{xr} = 1) 0.143 0.182 2.13 1.70

Pr(I{(1−p)} = 1) 2.990 2.99 2.99 2.99

Pr(I{xr} = 1 & I{(1−p)} = 0) 0.00 1.70 1.96 1.52

Pr(I{xr} = 0 & I{(1−p)} = 1) 2.85 2.88 2.82 2.80

Pr(I{xr} = 1 & I{(1−p)} = 1) 0.143 0.114 0.172 0.186

Pr(crisis) 0.143 0.114 0.172 0.186
Note: I{xr} = 1 if exit rate greater than 2 standard deviations from its mean and I{(1−p)} = 1 if default frequency
greater than 2 standard deviations from its mean. The minimum capital requirement for the big bank in columns

(5) and (6) is ϕb,z = {0.1100, 0.1183, 0.1266, 0.1350}.
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A-3.5 Policy Interaction Effects
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Table A.12: Policy Interaction

Baseline Size Dep. Cap. Req. Count. Cap. Req. Liq. Req.
(ϕf , ϕb) (0.04, 0.04) (0.085, 0.11) (0.085, [0.085, 0.11]) (0.04, 0.04)
(̺f , ̺b) (0.0, 0.0) (0.0, 0.0) (0.0, 0.0) (0.0, 0.08)

Short Run Long Run Short Run Long Run Short Run Long Run
Moment (%) ∆ (%) ∆ (%) ∆ (%) ∆ (%) ∆ (%) ∆ (%)

Capital Ratio (b, f) (10.24, 10.89) (63.17, 35.14) (68.62, 53.39) (55.08, 36.38) (62.59, 53.49) (2.28, 2.33) (2.65, 0.29)
Exit Rate 0.87 36.36 -19.38 36.75 -19.82 -21.48 -12.80
Entry Rate 0.90 -96.43 -19.55 -87.81 -20.00 72.30 -12.87
Prob. of Crisis 0.14 10.00 -10.00 30.00
Loan mkt sh. Fringe 70.81 -5.52 -6.89 -5.09 -6.44 3.36 3.68
Dep. mkt sh. Fringe 75.61 -0.80 -4.54 -0.81 -4.49 0.63 0.85
Loan Interest Rate 4.67 0.90 1.15 0.92 1.17 0.01 -0.05
Borrower Return 14.46 0.42 0.00 0.43 0.00 0.43 0.00
Default Frequency 1.66 -12.58 0.61 -12.61 0.62 -13.08 -0.03
Net Interest Margin 3.99 1.06 1.35 1.07 1.37 0.01 -0.06
Avg. Markup 95.71 12.93 0.59 12.10 0.96 -100.00 2.42
Loans/Assets (b, f) (94.06, 74.57) (−3.13,−12.65) (−0.91,−2.67) (−1.55,−12.55) (−1.20,−2.57) (−7.62, 0.48) (−8.22, 0.41)
Sec/Assets (b, f) (5.93, 25.42) (49.84, 37.16) (14.62, 7.87) (24.73, 36.86) (19.27, 7.57) (120.98,−1.36) (130.50,−1.17)
E. I./Assets (b, f) (0.00, 0.06) (58187.50, 238.63) (−75.00,−46.90) (66200.00, 290.30) (0.00,−48.33) (175.00,−4.61) (625.00, 7.63)
Div/Assets (b, f) (2.14, 0.51) (−39.45,−54.02) (3.11, 12.43) (−28.33,−54.56) (2.89, 12.43) (−74.72, 343.21) (−2.77,−0.72)
Ls,c / Total Credit 53.40 -6.76 -8.47 -6.86 -8.61 -0.16 0.40
Ls,c / Output 31.03 -6.83 -8.55 -6.94 -8.68 -0.19 0.40
Bank Dep. / Output 35.96 -2.38 -12.21 -2.40 -12.09 1.93 2.74

Additional Moments

Measure Banks Fringe -3.87 -15.72 -3.83 -15.55 2.91 4.26
Bank Loan Supply -6.84 -8.72 -6.94 -8.86 -0.02 0.40
Total Loan Supply -0.07 -0.26 -0.08 -0.27 0.14 0.01
Output 0.00 -0.19 0.01 -0.19 0.17 0.01
Taxes/Output -37.95 -68.14 -25.71 -68.48 -1.05 5.78
Borrower Project (R) 0.06 0.01 0.06 0.01 0.05 0.00
loans (b, f) (5.53,−8.31) (6.46, 0.71) (4.45,−8.06) (5.32, 0.82) (−8.18, 0.24) (−8.51,−0.28)
Net cash flow (b, f) (10.30,−0.62) (10.16, 4.46) (10.48,−0.50) (8.88, 4.54) (−3.13, 3.24) (−5.52,−0.30)

Column (2) (3) (4) (5) (6) (7) (8)

Note: ∆(%) refers to the percentage change relative to the baseline model with capital requirements at ϕθ = 0.04 (columns (2) and (3)). The baseline columns
in this table differ slightly from those of Table 6 due to the inclusion of the crisis state. The minimum capital requirement for the big bank in columns (5) and

(6) is ϕb,z = {0.0850, 0.0933, 0.1016, 0.1100}.
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A-3.6 Zero Capital Requirements

Table A.13: Zero Capital Requirements

Baseline Zero Capital Requirements
(ϕf , ϕb) (0.04, 0.04) (0.0, 0.0) (·, 0.0)

Imperfect Perfect
Comp. Comp. Imperfect Comp. Perfect Comp.

Short Run Long Run Short Run Long Run
Moment (%) (%) ∆ (%) ∆ (%) ∆ (%) ∆ (%)

Capital Ratio (b, f) (10.24, 10.89) (·, 11.56) (−14.00,−34.79) (−38.40,−56.46) (·,−30.38) (·,−37.19)
Exit Rate 0.87 2.24 -7.36 211.52 -77.72 5.40
Entry Rate 0.90 2.27 704.93 225.74 -52.90 5.75
Prob. of Crisis 0.14 1.10 949.98 145.32
Loan mkt sh. f 70.81 100.00 6.05 6.45 0.00 0.00
Dep. mkt sh. f 75.61 100.00 5.38 6.58 0.00 0.00
Loan Int. Rate rc 4.67 4.58 -2.05 -2.05 -0.89 -1.11
Borrower Return 14.46 14.99 0.43 0.01 0.19 0.00
Default Freq. 1.66 1.62 -13.86 -1.07 -1.17 -0.54
Int. Margin 3.99 3.90 -2.40 -2.40 -1.04 -1.30
Avg. Markup 95.71 84.92 -1.58 -0.56 -3.76 -3.61
Loans/Assets (b, f) (94.06, 74.57) (·, 71.42) (−0.36, 0.69) (0.79,−4.64) (·, 0.01) (·, 0.83)
Sec/Assets (b, f) (5.93, 25.42) (·, 28.58) (5.95,−1.98) (−12.30, 13.66) (·,−0.03) (·,−2.08)
E. I./Assets (b, f) (0.00, 0.06) (·, 0.14) (−12.50,−46.26) (125.00, 0.48) (·,−59.64) (·, 48.47)
Div/Assets (b, f) (2.14, 0.51) (·, 1.01) (21.03, 121.77) (−4.67,−5.23) (·, 15.09) (·, 0.28)
Ls,c/Total Credit 53.40 52.67 14.57 14.71 6.43 8.03
Ls,c/Output 31.03 32.16 14.79 14.89 6.34 8.10
Bank Dep./Output 35.96 41.87 20.22 25.56 8.82 10.09

Additional Moments

Measure f Banks 28.05 28.70 6.60 7.83
Bank Loan Supply 15.39 15.36 6.75 8.31
Total Loan Supply 0.68 0.54 0.26 0.25
Output 0.48 0.38 0.35 0.18
Taxes/Output 131.54 840.01 -83.69 37.35
Borrower Project (R) 0.039 -73.839 0.020 -0.009
Loans (b, f) (−1.90,−4.45) (−2.95,−4.16) (·, 0.44) (·, 0.30)
Net cash flow (b, f) (−1.01,−2.66) (−6.40,−5.32) (·,−0.62) (·,−2.04)

Column (2) (3) (4) (5) (6) (7)

Note: ∆(%) refers to the percentage change relative to the baseline model with capital requirements at ϕθ = 0.04
(columns (2) and (3)) for the corresponding model with imperfect competition or with perfect competition. The

baseline columns in this table differ slightly from those of Table 6 due to the inclusion of the crisis state.

A-3.7 Policy Implications for Allocative Efficiency

We present here the effects of introducing size dependent capital and liquidity regulations for
allocative efficiency. We observe that all policies result in an increase in allocative efficiency as
measured by both a decline in cov(cθ(ℓ

′
θ, z), ω(ℓ

′
θ)) and an increase in cov(δθ, ω(ℓ

′
θ)). After the

introduction of liquidity requirements, allocative efficiency increases monotonically with the market
share of the big bank even as size dependent policies affect big banks disproportionately more than
fringe banks. The increase in allocative efficiency is reflected in a reduction in loan-weighted costs
and an increase in loan-weighted deposits.
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Table A.14: Allocative Efficiency of Capital and Liquidity Requirements

Size Dep. Cap. Req. Count Cap. Req.
Baseline High Cap. Req. & Liq. Req. & Liq. Req.

(ϕf , ϕb) (0.04, 0.04) (0.085, 0.085) (0.085, 0.11) (0.085, [0.11, 0.135])
(̺f , ̺b) (0.0, 0.0) (0.0, 0.0) (0.0, 0.08) (0.0, 0.08)

Imperfect Perfect Imperfect Perfect Imperfect Imperfect

Moment (%) Comp. Comp. Comp. Comp. Comp. Comp.

Avg. (loan-weighted) cost ĉ 1.718 1.802 1.719 1.824 1.673 1.711
Avg. cost c 1.7591 1.7593 1.807 1.791 1.762 1.805
cov(c, ω) -0.0414 0.043 -0.0885 0.033 -0.0889 -0.0944

Avg. (loan-weighted) deposit δ̂ 0.229 0.2714 0.241 0.2709 0.237 0.238

Avg. deposit δ 0.2017 0.2610 0.1982 0.2637 0.1976 0.1979
cov(δ, ω) 0.0270 0.0104 0.0426 0.0072 0.0393 0.0406

Fringe Loan Market Share 70.81 100.00 66.51 100.00 68.52 67.73
Note: Moments presented correspond to time series averages over z.

A-3.8 Welfare Implications of Capital and Liquidity Requirements

Table A.15 presents the welfare effects of size dependent policies. Columns (6)-(9) show that
size dependent capital and liquidity requirements result in average positive welfare gains in the
short and long run. Columns (6)-(9) show that size dependent capital and liquidity requirements
result in average positive welfare gains in the short and long run. As in columns (2) and (3), the
increase in household welfare derives from lower taxes due to the decline in bank failure and better
capitalized failing banks (that reduce deadweight losses associated with bank failure). As liquidity
requirements induce big banks to hold more securities the increase in loan markups has a smaller
impact on household welfare. Entrepreneur losses, which in this case arise even in the short run,
derive from the increase in bank loan interest rates (a project default) and the decline in total
credit. The reduction in average consumption volatility also suggests that these estimates can be
taken as a lower bound of the effects of size dependent capital and liquidity requirements.

Table A.15: Welfare Consequences of Capital and Liquidity Requirements

High Cap. Req. Size Dep. Cap. Req. Count Cap. Req.
& Liq. Req. & Liq. Req.

(ϕf , ϕb) (0.085, 0.085) (0.085, 0.11) (0.085, [0.11, 0.135])
(̺f , ̺b) (0.0, 0.0) (0.0, 0.08) (0.0, 0.08)

Imperfect Comp. Perfect Comp. Imperfect Comp. Imperfect Comp.

Moment (%) short-run long-run short-run long-run short-run long-run short-run long-run

αT
H 0.206 0.110 2.464 0.059 0.173 0.063 0.157 0.081

∆CVCH
- -1.822 6.747 - -2.213 - -2.222

αT
E 0.020 -0.271 0.139 -0.319 -0.040 -0.289 -0.024 -0.284

∆CVCE
- -0.673 1.425 - -0.658 - -0.658

αT 0.174 0.045 2.069 -0.005 0.137 0.003 0.126 0.019
Avg. ∆CVC - -1.627 5.842 - -1.948 - -1.956

Column (2) (3) (4) (5) (6) (7) (8) (9)

Note: αH and αE are defined in equation (52). Positive values correspond to a welfare gain from the reform and a
negative value corresponds to a welfare loss. ∆CVCH

and ∆CVCE
refer to the change in the coefficient of variation

of long-run consumption for households and entrepreneurs, respectively. All values reported in percentage terms.
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