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In this paper, we replicate the main results of Rudebusch and

Williams (2009), who show that the use of the yield spread in

a probit model can predict recessions better than the Survey of

Professional Forecasters. We investigate the robustness of their

results in several ways: extending the sample to include the 2007–

09 recession, changing the starting date of the sample, changing the

ending date of the sample, using rolling windows of data instead

of just an expanding sample, and using alternative measures of the

“actual” value of real output. Our results show that the Rudebusch-

Williams findings are robust in all dimensions. Keywords: real-

time data, recession forecasts, yield spread

Economists’ ability to predict recessions is limited because recessions are often

caused by shocks that cannot be anticipated. For example, the 1990–91 recession

seems to have been caused by the sudden rise in oil prices at the start of the Gulf

War. Nonetheless, because the impact of recessions is so substantial, economists

devote much time to the effort of predicting them. The strong correlation between

the yield spread (the interest rate on a long-term bond minus the interest rate

on a short-term bond) and recessions has led economists to use the spread as a
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variable that can potentially be used to forecast recessions. For that reason, a

recent paper by Rudebusch and Williams (2009) is particularly interesting because

it shows that the yield spread provides better forecasts of recessions than does the

Survey of Professional Forecasters (SPF), suggesting that professional forecasters

are not using the yield spread optimally in their forecasting models.

Our analysis thus digs more deeply into the results of Rudebusch and Williams,

replicating them and examining their robustness in several dimensions to see how

well they hold up to increased scrutiny. Their results are 1) a probit model that

forecasts recessions based on the yield spread between the interest rate on 10-

year Treasury bonds and three-month Treasury bills is superior to the forecasts

of the SPF for longer-horizon (three or four quarters ahead) forecasts; and 2) the

results hold up even when the sample starts after the Great Moderation begins.

We examine the sensitivity of their results to the starting and ending dates of

their analysis because previous research has shown that forecast efficiency is often

sensitive to that choice. We also examine whether their choice of which data

vintage to use as “actual” in calculating forecast errors matters for their results.

In this paper, we begin by discussing the extant literature on the use of the yield

curve in forecasting recessions, including the details of Rudebusch and Williams

and the importance of their results. Next, we describe the data on the SPF,

the real-time data set used to determine the “actual” values of variables being

forecast, and the determination of recession dates. We then replicate the main

results of Rudebusch and Williams to show that our methods are not different

from theirs. Our robustness exercises include extending the sample to include the

2007–09 recession, changing the starting date of the sample, changing the ending

date of the sample, using rolling windows of data instead of just an expanding

sample, and using alternative measures of the “actual” value of real output.

Our main conclusions are that, using the methods of Rudebusch and Williams,

we can confirm their results on the power of the yield spread to predict reces-

sions. Their general results hold up across many alternative sample periods and
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alternative versions of the data, including real-time data.

I. Research on Forecasting Recessions

Researchers have become more pessimistic over time about economists’ ability

to forecast recessions. Early on, Estrella and Hardouvelis (1991) showed that

the yield spread was useful in predicting economic activity and recessions in the

United States, and Bernard and Gerlach (1996) looked at forecasting recessions

with the yield spread in many other countries. However, Stock and Watson (2003)

highlight the fact that many studies (including the two cited above) that found

predictive ability of the yield curve did not perform their analysis in real time, but

used only in-sample fit. Out-of-sample analysis of the yield spread’s usefulness in

forecasting recessions shows little forecasting power for the yield spread, especially

since 1985. In fact, Stock and Watson’s own experimental leading index1 that

used the yield spread failed to predict the 1990–91 recession. Further, Diebold

and Rudebusch (1991) suggest that the index of leading indicators neither leads

nor indicates in real time, as opposed to its forecasting ability after the fact when

it is created to work in-sample.

Rudebusch and Williams (2009) use a probit model based on the yield spread

(the interest rate on 10-year U.S. Treasury bonds minus the interest rate on three-

month U.S. Treasury bills) to forecast declines in real output. They compare the

forecasting ability of that yield-spread probit model to the mean forecast of the

probability of a decline in real output made by the participants in the Survey of

Professional Forecasters. The Rudebusch-Williams analysis is based on declines

in real output as measured in the first-final release of the NIPA data; that is, the

real output growth rate as reported at the end of the third month following the

end of the quarter. First-final data allow for some data revisions to occur, but

avoid the problems caused by redefinitions of variables that occur in benchmark

revisions.

1See Stock and Watson (1989).
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Rudebusch and Williams find that, although the SPF forecasts of declines in

real output outperform the yield-spread probit forecasts at very short horizons,

especially during the current quarter, the yield-spread probit forecasts are statis-

tically significantly better at longer horizons, especially three and four quarters

ahead. The results are robust to using data samples that begin in 1968 or in 1987,

so the forecasting ability of the yield-spread probit model does not seem to have

deteriorated over time.

Given the questionable out-of-sample forecasting power of the term spread for

predicting recessions found by the earlier literature, the finding by Rudebusch

and Williams that the yield-spread probit model could outperform the Survey of

Professional Forecasters is quite surprising. Thus, a more thorough investigation

of the yield spread’s out-of-sample forecasting ability seems warranted.

II. Data

The Survey of Professional Forecasters is the most well-known survey of U.S.

macroeconomic forecasts and is widely used by researchers and policy analysts.

The survey was begun in 1968 as a joint effort by the American Statistical Associ-

ation and the National Bureau of Economic Research.2 In 1990, those institutions

gave up the survey and it was taken over by the Federal Reserve Bank of Philadel-

phia.3 The participants in the survey include many practicing forecasters from

Wall Street companies, consulting firms, and academia. They are asked to com-

plete a survey on their forecasts once each quarter, immediately following the

release of the NIPA data for the preceding quarter. The survey asks for the

participants’ quarterly-point forecasts at horizons up to four quarters ahead, as

well as calendar-year forecasts for the current and following year, for 18 different

macroeconomic variables, including real output and all of its components, CPI

inflation, interest rates, and other broad macroeconomic variables. In addition to

2See Zarnowitz and Braun (1993) for a history of the early years of the survey.
3See Croushore (1993) for a description of the survey after the Philadelphia Fed took it over.
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these point forecasts, the survey also asks participants about the distribution of

their forecasts, posing questions about real output growth and inflation and the

uncertainty the forecasters have about their growth rates.

The key recession-related question used by Rudebusch and Williams asks the

SPF participants to report the probability that real output will decline in the

current quarter and in each of the following four quarters. The SPF panelists

turn over frequently, so evaluation of individuals’ forecasts is problematic; instead,

Rudebusch and Williams look at the mean probability forecasts across all the

participants. Because the forecasts describe the probability of a decline in just one

quarter, they are not strictly recession forecasts, though they are often treated

that way.4 For that reason, the outcomes for evaluating the forecasts are not

recession dates, as determined by the National Bureau of Economic Research

Business-Cycle Dating Committee, but rather they are the quarters in which real

output declines.

Determining the quarters in which real output declines, however, is not clear-

cut because of the presence of data revisions. For that reason, Rudebusch and

Williams base their analysis on the so-called first-final data release, which is the

value for real output released at the end of the third month following the end of

the quarter in question; for example, the first-final release for the first quarter

of the year is made at the end of June. To check for robustness, Rudebusch

and Williams also look at the initial release of the data. However, there are

other alternative data choices that may be of interest, so we will use the Real-

Time Data Set for Macroeconomists, described by Croushore and Stark (2001).

For example, Croushore (2012) finds a substantial amount of information in the

annual revision of the NIPA data, which suggests the use of the annual revision

as a standard, while Zarnowitz (1985) recommends the use of the last vintage

of the data before a benchmark revision occurs. Using that vintage, the data

4If we ignore transition quarters (that is, quarters in which recessions begin or end), then based on
data of January 2014, there have been 144 quarters of expansion based on NBER recession dates from
1968:Q4 to 2013:Q3 and 22 quarters of recession. In only three of the 144 expansion quarters did real
GDP decline. But in nine of the 22 recession quarters, real GDP increased.
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include the most information possible under a given methodology for computing

real output.

The Real-Time Data Set for Macroeconomists (RTDSM) consists of vintages of

data series for real output (GNP before 1992, GDP since 1992) and other major

macroeconomic variables. Each vintage records the entire time series available to

an observer at a point in time. For example, the first SPF forecast is made in early

November 1968; the RTDSM contains the data that were available to the public at

that time, called real-time data. In particular, the RTDSM shows, for each month

from November 1965 to the present, the values of the data in the middle of each

month. Since most data series are released or revised once a month, the RTDSM

thus contains the entire history of the data for each variable for any observation

date, with any irregular observations described in the database documentation.

The real-time data are crucial for the analysis of forecasts because the researcher

must know the data available to the forecasters in the SPF if the forecasts are

to be analyzed correctly. Some studies in the forecast-evaluation literature have

assumed that data revisions are small and random, so they have not used real-time

data. But the results in the real-time literature, described by Croushore (2011),

suggest that data revisions are large and systematic. Thus, forecast evaluation

research must use real-time data to be accurate.

Rudebusch and Williams begin by calculating three alternative sets of actual

values for real output. Their baseline analysis is based on first-final data, de-

scribed above, and they check the robustness of their results to two alternatives:

1) the initial release (also called the advance release) of the data; and 2) the final,

revised data as of February 2007.5 They use those three alternative data sets to

determine the quarters in which real output declines, which they call R1 recession

dates. These dates do not match the NBER official dates of recessions, but they

are appropriate for the question about a decline in real output from the SPF.

5Although the Rudebusch-Williams paper says it uses the February 2007 vintage of the data, evidently
in revising the paper the authors extended the data a bit further because they include the first quarter
of 2007, for which data were not available until later in the year. But none of their results are affected
by this difference, as we have verified.
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For calculating the yield spread, which is the main variable on which Rude-

busch and Williams focus, they use the interest rate on 10-year U.S. government

Treasury bonds minus the interest rate on three-month Treasury bills. We use

the data on these two series from the FRED database maintained by the Fed-

eral Reserve Bank of St. Louis, using quarterly averages. Interest rates are not

revised, so there is no need for the use of real-time data for the yield spread.

III. Replication Results

The main result in Rudebusch and Williams is a comparison of the SPF proba-

bility forecasts of a decline in real output with a probit model based on the yield

spread of the probability of a decline in real output. Their basic yield-spread

model is

(1) Pr[R1t+h = 1|It] = N [α+ βSt−1].

In this equation, we think of a forecaster standing at date t, using information

available at time t, It, which includes data on the yield spread from the previous

quarter, St−1. That is, the probit model uses just the spread from the quarter

before the quarter in which the SPF forecast is made and the history of past

recession dates to estimate the probability of a decline in real output h quarters

in the future. The variable R1 takes the value 1 in quarters when real output

declines; it takes the value 0 when real output increases in the quarter. The

forecast horizon h takes values from 0 to 4, representing a current-quarter forecast

(h = 0), a one-quarter-ahead forecast (h = 1), and so on, up to a four-quarter-

ahead forecast (h = 4). For example, for comparison with the SPF forecasts

at the date of the first SPF survey, taken in the fourth quarter of 1968, the

probit model in Equation (1) with h = 1 is estimated on the R1 data from

1955:Q1 to 1968:Q3 and the yield spread from 1968:Q3. The model is then used
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to forecast the probability of a decline in real output in 1968:Q4. Then, the

model is reestimated using the same data but with h = 2 in Equation (1) and

used to forecast the probability of a decline in real output in 1969:Q1. A similar

procedure is followed to obtain forecasts for 1969:Q2, 1969:Q3, and 1969:Q4.

Then, the process is repeated by advancing one quarter at a time, adding to the

information set on R1 and the yield spread, until an entire time series of forecasts

has been generated, corresponding to the SPF forecasts made at each date from

1968:Q4 to 2007:Q1 for each of the five forecast horizons.

To evaluate the probability forecasts, Rudebusch and Williams use three alter-

native metrics: mean-absolute error (MAE), root-mean-squared error (RMSE),

and log probability score (LPS). They are defined as

(2) MAE(h) =
1

T

T∑
t=1

|Ft+h|t −R1t+h|,

(3) RMSE(h) =

√√√√ 1

T

T∑
t=1

(Ft+h|t −R1t+h)2,

(4) LPS(h) = − 1

T
[(1−R1t+h)ln(1− Ft+h|t) +R1t+hln(Ft+h|t)].

In these equations, there are T observations, R1t+h is defined as before with a

value of 1 in quarters in which real output declines and 0 in quarters in which

real output increases, and Ft+h|t is the forecast made at date t for the probability

of a decline in real output at date t+ h. The term F is either the forecast made

by the SPF or the probit model based on the yield spread.

We calculate each of these measures for both the SPF and the yield-spread
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probit forecast. We compare our replication results to those of Rudebusch and

Williams in Table 1. In the table, the rows that begin with RW are those reported

in Rudebusch and Williams; the other rows are our replication results. We report

both a sample beginning in 1968:Q4 and another beginning in 1987:Q1, as did

Rudebusch and Williams, because of concern that the forecasting power of the

yield spread changed in the 1980s. In the table, numbers in bold show the lowest

value for each pair, comparing the SPF reported value versus the yield-spread

probit value, for each pair. A dagger indicates a statistically significant difference

at the 5 percent level in the MAE, RMSE, or LPS, based on a Diebold-Mariano

test with HAC standard errors.

As Table 1 shows, the results of Rudebusch and Williams are generally con-

firmed. Our numbers differ only slightly from theirs, showing significant results

in most of the same places. Thus, broadly speaking, our results confirm their

main overall result: that the yield spread provides useful forecasts of declines in

real output for forecasts that are three or four quarters ahead. We also confirm

that there are not many differences between the results for the sample that begins

in 1968 and the one that begins in 1987.

Our results are similar to the support for Rudebusch and Williams’s results 

found in Lahiri, Monokroussos, and Zhao (2013). In that paper, the authors rerun 

the Rudebusch-Williams model, including a dynamic factor as well. The 

insignificance of the dynamic factor suggests that the SPF forecasters incorporate 

much macroeconomic information, including all of those variables in the dynamic 

factor model, but not the yield spread.

IV. Robustness Exercises

A. Extending the Sample

Because the sample of Rudebusch and Williams ended in 2007, we can extend

it considerably by examining data through the first quarter of 2013. This might
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Note: Bold numbers show the lowest value for each pair, comparing SPF reported value versus yield
spread value. Daggers indicate statistically significant differences at the 5 percent level (Diebold-Mariano
test with HAC standard errors). The measures MAE, RMSE, and LPS are defined in equations (2), (3),
and (4). Rows labeled RW report values in Rudebusch and Williams (2009). The full sample is 1968:Q4
to 2007:Q1; the post-1987 sample is 1987:Q1 to 2007:Q1.
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be useful because their sample ended just before the Great Recession of 2007–09,

so we get an additional observation of a recession period. When we extend the

sample in that way, we find slightly better results for the SPF, as shown in Table 2.

Shaded cells in the table show cases in which there is either a change in statistical

significance of the results compared with the results in Table 1, or a change in the

ranking of the SPF reported versus the yield-spread forecast. Comparing Table

2 to Table 1, we see that, for shorter horizons, more cells show the SPF being

statistically significantly better, and there are reversals for which, in the longer

sample, the SPF is superior compared with the earlier sample. However, the

conclusion that the yield spread produces better forecasts than the SPF at long

horizons is confirmed in the longer sample. And the SPF forecasts are clearly

better than the yield-spread forecasts only for the current quarter.

B. Alternative Starting Dates

Croushore (2010) shows that the results of forecast-bias tests for point forecasts

of inflation are fragile, in that the finding of bias in the SPF is quite sensitive

to the starting date of the sample. We can investigate the same issue for the

probability forecasts of a decline in real output. The question is, do the results

change when we change the starting date of the sample? We look at four-quarter-

ahead forecasts with sample starting dates from 1968:Q4 to 1998:Q4 to see how

the results change, where we allow the sample to end in 2012:Q1 (so that the last

forecast we evaluate is the one that forecasters made in 2012:Q1 for the period

2013:Q1). Figure 1 shows the p-value of the significance of the difference between

the yield-spread probit forecast and the SPF, based on RMSE, and the relative

RMSE, defined as the RMSE for the SPF forecast divided by the RMSE for

the yield-spread probit forecast. A relative RMSE greater than 1 indicates that

the yield-spread probit forecast has a lower RMSE.

The results indicate that the main advantage to using the yield curve to forecast

a decline in real GDP comes from the early years of the sample period. In Figure
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Note: As in Table 1, bold numbers show the lowest value for each pair, comparing SPF reported value
versus yield spread value. Daggers indicate statistically significant differences at the 5 percent level
(Diebold-Mariano test with HAC standard errors). Shaded areas show changes from Table 1 in statistical
significance or in which forecast (SPF reported or yield spread) has the lower value in each pair. The
full sample is 1968:Q4 to 2013:Q1; the post-1987 sample is 1987:Q1 to 2013:Q1.
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Note: The p-values in the bottom part of the figure show the significance of the difference between the
yield spread (YS) probit forecast and the SPF forecast, based on RMSE. The top part of the figure
shows the relative RMSE, defined as the RMSE for the SPF forecast divided by the RMSE for the
yield-spread probit forecast. A relative RMSE greater than 1 indicates that the yield-spread probit
forecast has a lower RMSE.

1, we observe p-values of less than 0.05, indicating that the yield-spread probit

forecast is statistically significantly better than the SPF forecast, for samples

that begin with the SPF surveys of 1968:Q4 through 1992:Q4. For samples that

begin with the SPF surveys of 1993:Q1 to 1998:Q4, the yield-spread probit model

has a lower RMSE than the SPF forecast but the p-value is above 0.05, so the

difference is no longer statistically significant. This result is consistent with the

observation that forecasting models based on the yield spread, such as in Stock

and Watson (1993), performed poorly in the 1990–91 and 2001 recessions.6

Another robustness check along the lines of Croushore (2010) is to examine

whether the results change for samples with different ending dates. The intuition

of this examination is to show what a researcher standing at different points in

time would have found when undertaking the same exercise as Rudebusch and

Williams. To test this, we look at differing ending dates for the sample. Do the

6See Stock and Watson (2003) and Ng and Wright (2013) for more on the deterioration since the
1990s of the power of the term spread as a forecasting variable.
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results change when we change the ending date? The results are consistent with

the statistically significant superiority of the yield-spread probit over the SPF

for four-quarter-ahead forecasts from samples that begin with the SPF survey

of 1968:Q4 and end at almost any date from 1980:Q1 to 2012:Q1. Because the

yield-spread probit forecast is uniformly superior to the SPF when we start the

sample at 1968:Q4, and the differences are not statistically significant in just a

few cases, we do not show the results here, but they are available from the authors

upon request.

Because the effectiveness of using the yield spread to forecast a decline in real

GDP seems to depend on the starting date of the sample, we next examine rolling

windows for the forecast sample used in the evaluation. This method is often used

in the forecasting literature; see Elliott and Timmermann (2008) for a discussion.

Conceptually, the idea of examining forecasts in rolling windows is that we will

more easily be able to observe changes in the structure of the economy—in this

case, changes in the ability of the yield spread to forecast declines in real output.

Our results are shown in Figure 2, in which we again look at four-quarter-ahead

forecasts, using 10-year windows, where the last SPF forecast date of the 10-year

window is shown on the horizontal axis. Two lines are plotted: one showing the p-

value of the significance of the difference between the two forecasts and the other

showing the relative RMSE of the forecasts. An RMSE greater than 1 means

that the yield-spread probit model has a lower RMSE over the 10-year rolling

window; an RMSE of less than 1 means the SPF model has a lower RMSE.

The figure shows that, for most 10-year windows, the yield-spread probit model

is superior to the SPF and often significantly so. Toward the end of the sample,

this becomes less true, but the SPF forecast is never significantly better than the

yield-spread probit model and is better only in a few periods.

Rudebusch and Williams based their results on using yield-spread data begin-

ning in 1955:Q1. We investigated the robustness of their results to that choice

of starting dates and found no differences. Thus, the starting date of the yield-
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Note: The p-values in the bottom part of the figure show the significance of the difference between the
yield-spread probit forecast and the SPF forecast based on RMSE. The top part of the figure shows the
relative RMSE, defined as the RMSE for the SPF forecast divided by the RMSE for the yield-spread
probit forecast. A relative RMSE greater than 1 indicates that the yield-spread probit forecast has a
lower RMSE.

spread data used in the probit model does not affect the results, which we are

not showing here to conserve space.

C. Alternative Actuals

Another issue, which Rudebusch and Williams investigate a bit in their paper, is

whether the choice of concept to use as “actual” matters. They use the first-final

data, and all of our results so far in this paper have also used this concept. They

also investigate the robustness of their results to choosing the initially released

data and the final, revised data available to them when they wrote their paper.

Because Croushore (2012) finds that results of forecast-bias tests can change sub-

stantially depending on the concept of “actual” that is used, we will explore the

results in several dimensions: 1) using the latest available data that forecasters

use in practice; and 2) using two additional alternative concepts of “actual” to

see if that choice matters.
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Note: The figure shows the growth rate of real GDP for 1993:Q1, as measured in the vintage shown on
the horizontal axis. In 1993:Q1, there are four changes in the sign of the growth rate, from negative to
positive or positive to negative, as the data are revised over time.

Rudebusch and Williams use the first-final data, taken as a data series, in

calculating the R1 series to use in the yield-spread probit model and as actual

R1 dates, but forecasters and researchers almost never use such data. Instead,

common practice is to treat the latest available data as the best data available.

So, someone in 1968:Q4 using the yield spread to forecast declines in real output

over the next year is likely to estimate Equation (1) using the entire 1968:Q4

vintage of data on real output. The results based on latest available data may

differ in several ways from results based on the first-final data used by Rudebusch

and Williams. First, this approach might change which periods are defined as R1

recessions, as real GDP growth rates get revised and some switch from positive

to negative, or vice versa. Second, the change in method to a period-by-period

approach may lead to very different empirical results for the forecasting ability of

the yield spread.

One result of this period-by-period real-time procedure is that some of the R1

recession dates change. For example, Figure 3 shows the growth rate of real GDP



17

Note: Each line shows the probability of a decline in real output four quarters in the future, using the
yield-spread probit model. One line is based on first-final R1 dates, while the other line simulates a true
real-time analysis, allowing the R1 dates to change when the data are revised.

for 1993:Q1 as someone observing the data at different dates (the vintage date

shown on the horizontal axis) would view it. Vertical lines show when the real

GDP growth rate changes sign. In the graph, you can see that the view of whether

1993:Q1 is an R1 recession quarter changes periodically over time. Other dates

are also subject to changes in whether they are classified as R1 recession dates or

not, depending on the vintage of data being used. Does this change the result of

the yield-spread probit model? It could because the probit model is based on R1

dates as measured in real time, which are subject to change. In every benchmark

NIPA revision from 1980 to 2009, real output growth changes from negative to

positive, or vice versa, in at least one and as many as 10 quarters.

To investigate whether switches in the R1 recession dates matter, we look at the

period-by-period real-time evolution of the recession forecasts using the vintage

data at each date in the probit model, rather than just the sequence of first-

final data vintages. Results are shown in Figure 4. The figure shows that the

probability of a recession using the probit model based on the yield spread is
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slightly different if real-time data, and not first-final data, are used. The difference

is that, in the real-time calculation, a forecaster using the yield spread would use

the latest available real GDP data in running the model, whereas, in the first-final

calculation, the forecaster ignores the latest available data but bases the model

on the first-final data from the past. However, the differences between the two

sets of forecasts are small enough that statistical tests are not likely to be strongly

affected.

Suppose we rerun the exercise shown in Table 2, but this time using the real-

time R1 recession dates rather than the first-final recession dates. We evaluate

the R1 recession forecasts using the final vintage of real GDP data to determine

the MAE, RMSE, and LPS.7 The results are shown in Table 3. Comparing Table

2 to Table 3 shows only very small differences. So, the main Rudebusch-Williams

results are robust to the use of real-time data instead of first-final data.

V. Summary and Conclusions

In this paper, we replicated the results of Rudebusch and Williams (2009) and

found them to be robust in numerous dimensions. Our tests included extending

the sample to include the 2007–09 recession, changing the starting date of the

sample, changing the ending date of the sample, using rolling windows of data

instead of an expanding sample, and using alternative measures of the “actual”

value of real output. Our main finding is that using the yield-spread probit model

to predict when real output will decline in a quarter produces forecasts that are

superior those of the Survey of Professional Forecasters for horizons of three or

four quarters.

There is some evidence, shown in Figure 2, that recently the SPF forecasters

have been using the information in the yield spread in their recession forecasts. In

the figure, we see that, in 10-year rolling windows since about 2005, the relative

7Note that using the first-final R1 recession dates in calculating MAE, RMSE, and LPS does not
affect the table much at all; results are available from the authors upon request.
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Note: As in Table 1, bold numbers show the lowest value for each pair, comparing SPF reported value
versus yield-spread probit value. Daggers indicate statistically significant differences at the 5 percent
level (Diebold-Mariano test with HAC standard errors). The difference between these results and those
shown in Table 2 is that the yield-spread probit model used here is based on real-time R1 dates rather
than first-final dates.
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RMSE has been close to 1, and the yield-spread probit model performs about

as well as the SPF does. In 10-year windows since about 2000, the yield-spread

probit model is no longer statistically significantly better than the SPF. But never

is the SPF statistically significantly better than the probit model using the yield

spread.

One unanswered question is whether the forecasts of a decline in real output 

made by the SPF participants are useful. One could argue that most professional 

forecasters focus their attention on point forecasts of a variety of macroeconomic 

variables and devote much less time to the probability forecasts in the SPF. 

Still, these forecasters are among the best in the country, as Croushore (1993) 

suggests, and their point forecasts are superior to even the most sophisticated 

econometric models, as Ang, Bekaert, and Wei (2007) show. So, if anyone can 

forecast recessions, it should be the forecasters in the SPF. But the fact that 

the SPF forecasts are inferior to a simple probit model using the yield spread is 

surprising and might lead people to have less faith in their quality.
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