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Abstract

New businesses are important for job creation and have contributed more than propor-

tionally to the expansion in the 1990s and the decline of employment after the 2007

recession. This paper provides a framework for analyzing determinants of business cre-

ation in a world where new business owners are exposed to idiosyncratic risk due to initial

imperfect diversification. This paper uses this framework to analyze how entrepreneurial

risk has changed over time and how this has affected employment in the US. Conditions

are provided under which entrepreneurial risk can be identified using micro data on the

size distribution of new businesses and their exit rates. The baseline model considers both

upside and downside risk. Applied to US time series data, structural estimates suggest

that higher upside risk explains much of the high job creation in the late 1990s. Time

variation in risk explains around 40% of the variation in employment of new businesses.

Reduced form results show that this relationship is strongest in IT-related industries.

When restricting the model to a single risk factor, the explanatory power for employ-

ment drops by 25% to 50% compared to the baseline estimates.
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1 Introduction

What role do young businesses play for employment dynamics? In the US, net job

creation by new businesses exceeds that of the economy as a whole, though many of

these jobs are subsequently destroyed. Surviving young businesses grow, on average,

more quickly than existing businesses (Haltiwanger et al., 2010). New businesses con-

tributed more than existing businesses to the private sector employment growth in the

late 1990s, but they also contributed more than proportionally to the decline in employ-

ment from 2007 to 2010. Since entrepreneurs can diversify only imperfectly (Moskowitz

and Vissing-Jørgensen, 2002; Hall and Woodward, 2010), a natural question to ask is

whether changes in entrepreneurial risk are important for understanding these aggregate

changes of employment at young businesses.

This paper provides a tractable dynamics macro model for analyzing entrepreneurial

risk and its effect on business creation and employment. In my model, risk-averse individ-

uals, who differ in their known skills and face idiosyncratic productivity risk, make entry

and hiring decisions. Due to limited diversification, the composition of idiosyncratic en-

trepreneurial risk is crucial for them. Despite the heterogeneity of firms and heavy-tailed

productivity distributions, an aggregation result of the entrepreneurial sector keeps the

model tractable, allowing me to solve for dynamics quasi-analytically in a special case.

The model connects, moreover, in a natural way with the data: Conditions are provided

under which time variation in entrepreneurial risk is identified semi-structurally from

publicly available data on the cross-section of new businesses. These identified shocks

are then used as an input to estimate a fully stochastic version of the model with capital

adjustment costs and wage rigidity.

Figure 1 illustrates the changing contribution of young businesses to employment in

the US. Businesses up to one year of age make up, on average, 10% of the total private

sector employment. From 1994 to 2000, employment at young businesses up to one year

old increased by about 2 million jobs, or 1.2% of the working age population, which is

about one quarter of the total aggregate increase. From 2007 to 2010, employment at

young businesses declined by 1.8% of the working age population (left panel), about 35%

of the total decrease. These more than proportional changes are reflected in an overall

employment share that is first rising and then falling over these periods (right panel).1

I model the changing employment contributions of young businesses as driven by

entry, exit, and hiring decisions of young entrepreneurs. These entrepreneurs are a self-

selected subset of newborn agents in a Blanchard (1985)-type perpetual youth model.

1Here, businesses are defined as establishments, and job creation is employment at young establish-
ments. Figure C.12 in the appendix shows analogous results with alternative measures for businesses
(namely as firms) and genuine net job creation.
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Figure 1: Young businesses: net job creation and employment share, 1979–2011
Note: Young businesses rapidly grow to a large share of the US economy, but were disproportionately

affected by the recent recession (right panel). New businesses create on average new jobs for 5% of the

working age population, or 12 million people in terms of the 2010 population. Net job creation here is

defined as of paid employees by businesses aged ≤ 1 year. The share is relative to total employment at all

businesses, which mostly excludes the public sector. All data are from the Business Dynamics Statistics

at the establishment-level.

Elastic labor supply is introduced by allowing for an additional extensive margin be-

tween home-production and market work. Initial entrepreneurial business income risk

and subsequent diversification are modeled in two stages. In the beginning of the first

period, newborn agents cannot diversify, for example, due to limited commitment. After

entry and exit decisions are made, all agents have access to complete markets so that

idiosyncratic risk is fully diversified in equilibrium. This incomplete-complete markets

setup is one key ingredient to keep the model tractable. The other key ingredient is the

abstraction from further selection and dynamics among existing businesses as in Hopen-

hayn (1992). Instead, exit of established businesses is exogenous and their expected

growth rate independent of size and age.2 Businesses hire factor inputs on competitive

spot markets. Size is determined as in Lucas (1978) through a limited span of control.

These decreasing returns together with competitive spot markets allow me to model the

entrepreneurial sector as a representative firm with an aggregate span of control. This

also allows me to easily value existing businesses and is the second key ingredient to keep

the model tractable. Incorporating the characterization of established businesses in the

problem of newborn agents, I show that entry depends only on idiosyncratic risk and on

the state of the economy through relative present discounted profits as a sufficient statis-

tic. Under certain distributional assumptions, the exit rate is shown to be independent

2It is straightforward to allow for common cohort-life-cycle changes in average growth rates. In a
partial-equilibrium Hopenhayn model consistent with life-cycle dynamics, Clementi and Palazzo (2013)
find that life-cycle dynamics propagate aggregate shocks. However, Clementi et al. (2013) indicate that
these results may not survive in general equilibrium.
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of macroeconomic conditions other than entrepreneurial risk.3

To assess the empirical hypothesis that time-varying entrepreneurial risk can explain

the employment dynamics of young businesses, I distinguish between upside risk and

downside risk. These correspond to the fatness of the left and right tail of the productivity

distribution in my model.4 Together, both risk components capture the salient feature

of a skewed size distribution and high exit rates among new entrepreneurs. To recover

them from the data, I make use of an estimator derived in Welsh (1986) for the Hall

(1982) class of distribution that asymptote to a power law. Since I show that the right

tail of the size distribution of young businesses is approximately Pareto, this estimator

allows me to construct a time series of upside risk from repeated cross-sections of young

businesses. To deduce ex ante risk from the estimated tail coefficient, I assume that the

difference in size among the largest businesses is primarily driven by risky productivity

draws. Entrepreneurial skills also matter, but they are second order when conditioning

on the largest businesses. My time series for downside risk is based on exit rates and the

parametric assumptions of my model, but it can be computed knowing only upside risk

and exit rates. Next, I construct a tractable general equilibrium model, in which the risk

exposure is of first order to new entrepreneurs and which incorporates the distributional

shapes I find in the micro data. The model parametrically identifies downside risk from

exit rates. Identifying these risk shocks from the cross-sectional information of different

cohorts of young businesses, I provide a structural Bayesian estimation of my model. This

structural estimation allows me to decompose observed employment at young businesses

into different components. I find that about 40% of the employment creation variation

by young firms is due to variations in upside and downside risk. Combining both risk

components into a common risk factor lowers the explanatory power by 30% or more.

To validate my estimates, I consider additional data. I find that the model qualita-

tively fits data on entry and average size that are not used in the estimation. It also

fits the cross-sectional size distribution well, even though only the upper 1% is used in

the baseline estimation. Using a reduced form unrestricted VAR, I also find suggestive

evidence to support my model at the sector level. I find that the predictions for employ-

ment, entry, and average size are most robust in SIC industries 70–89 (services) and, for

establishments, in industries 40–49 (transportation and utilities). These sectors include

telecommunications and software development, respectively, suggesting that increased

upside risk in my model may reflect new technologies. In line with my structural es-

3The independence of the exit rate from macroeconomic conditions is driven by offsetting selection
effects and exit incentives when productivity follows a power law. To the extent that this would hold
approximately under more general distributions, this explains the lack of cyclicality of exit rates observed
in Lee and Mukoyama (2008).

4Productivity in my model is a convolution of Double-Pareto distributions used in, for example, Reed
and Jorgensen (2004) and Arkolakis (2011).
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timates, I also find that entry is mostly driven by downside risk, while changes in the

average firm size are driven by both upside and downside risk.

The remainder of the paper is organized into three parts. First, I provide a review

of related literature. Second, I outline the model and analyze its properties. Third, I

estimate my model for US data. The appendix contains proofs and robustness checks.

2 Related Literature

The importance of young or small business for employment has been the subject of

a growing literature. Moscarini and Postel-Vinay (2009) analyze a dynamic version of

the Burdett-Mortensen search model and point out implications for differential growth of

small and large firms over the business cycle. Their mechanism is absent from my model.

Instead, I include a reduced form wage rigidity as in Blanchard and Gaĺı (2007) and Uhlig

(2007) for quantitative purposes, which affects all employers alike. Cooley et al. (2004)

analyze an optimal contracting problem of an entrepreneur with limited commitment

in general equilibrium and find that because young entrepreneurs have less collateral

to pledge, young and small firms grow faster than big firms that have reached their

unconstrained optimal scale. The stylized, initially limited but eventual full commitment

I use to derive the initial lack of risk-sharing in Appendix C.2 can be viewed as continuing

entrepreneurs growing out of financial frictions. In a numerical extension (Appendix C.5),

I also show that the introduction of risky debt mostly affects the macroeconomic impact

of downside risk shocks in my model. Unlike Cooley et al. (2004), the choice to become

an entrepreneur in my model is endogenous. Endogenous and time-varying entry and exit

also differentiate my paper from models such as Veracierto (2008) and Hopenhayn and

Rogerson (1993) and should be viewed as a complement to their focus on firm dynamics,

which is absent from my paper. Clementi and Palazzo (2013) also feature an endogenous

number of businesses, but only in partial equilibrium.

As reported by Haltiwanger et al. (2010), although small businesses in general have

often been perceived as being key for private sector employment creation, the important

characteristic is young age and not small size. The modeling approach in my paper

builds on this idea. It is also in line with Hurst and Pugsley (2011), who caution against

viewing all small businesses as potential growth engines since nonpecuniary motives drive

many entrepreneurs. I address this issue by distinguishing not only entrepreneurs and

workers, but additionally the self-employed. Unlike entrepreneurs, the self-employed

have a constant scale technology in my model. My focus on young businesses is also

motivated by Jovanovic and Rousseau (2002) who show that many of the most successful

US businesses in history had their fundamental innovations early in their lifecycles.
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The premise of this paper that entrepreneurs are particularly exposed to idiosyncratic

risk is well documented. Bradford and Sokolyk (2012) find that new business owners

typically invest around 50% of their net worth in their businesses. Business income risks

are substantial and much larger than for labor income, as documented by DeBacker

et al. (2012) for US tax data. Hall and Woodward (2010) also document that risk is

resolved early in firms’ lifecycles, particularly for successful businesses. Value-weighted,

about three quarters of the venture capital-funded entrepreneurs in their data either sell

off or exit within five years. This motivates the empirical specification of risk as being

front-loaded in this model.

My paper provides a link between the literature on entrepreneurial risk and the

literature on time-varying risk. The seminal paper in the literature is the structural

model by Bloom (2009), but additional empirical studies documenting time variation

in idiosyncratic risk include Campbell et al. (2001), and Bloom et al. (2011). Reduced

form empirical analyses have shown that the processes driving investment risk contain

multiple components (e.g., Adrian and Rosenberg, 2008). My paper distinguishes two

types of idiosyncratic risk for for entrepreneurs, namely upside and downside risk.

Measuring entrepreneurial risk is challenging. Moskowitz and Vissing-Jørgensen

(2002) look at firm exit rates and private equity returns conditional on firm survival

for entrepreneurial households, using cross-sectional data from the triennial Survey of

Consumer Finances from 1989 to 1998. They document high exit rates and a wide dis-

persion of returns conditional on survival, but they do not analyze time variation in risk.

An important recent contribution by DeBacker et al. (2012) uses tax data to quantify

business income risk. This is complementary to the approach taken here. I use repeated

cross-sections of establishment-level data to back out time-varying risk from the size dis-

tribution and the exit rate of establishments. This approach is similar to Kelly (2012),

who uses the cross-sectional variation to estimate common tail risk of financial returns.

Other mechanisms besides risk aversion and market incompleteness have similar pre-

dictions. Instead of risk aversion paired with undiversifiable risk, one could consider

investment adjustment costs to match responses to changes in risk (e.g., Bloom, 2009;

Bloom et al., 2011; Lee, 2011). Both uninsurable risk and risk aversion imply a techno-

logical exposure to idiosyncratic risk. Indeed, entrepreneurial risk aversion in this paper

is akin to adjustment costs in reducing the option value of investment opportunities.

Besides risk aversion and costly adjustment, also a concern for robustness as in Hansen

and Sargent (2007) is a justification for qualitatively similar investment behavior in a

model with risk-neutral investors.

This paper is a neoclassical growth model with intangible capital (Hall, 2001). Here,

intangible capital is the total productivity of entrepreneurs, similar to Bilbiie et al. (2012).
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Similar to McGrattan and Prescott (2010), I find that intangible capital in my model

accounts for much of the boom in the 1990s. Intangible capital in my model arises from

the selection between entrepreneurs, as in Luttmer (2007).

Throughout this paper, risk is taken as a primitive. However, several recent papers

point out that risk may be an endogenous outcome, for example when agents experiment.

Pastor and Veronesi (2009) is empirically related insofar as their model rationalizes the IT

boom in the 1990s. In their model, agents choose to experiment with a new technology,

causing a transient increase in uncertainty. While their endogenous learning mechanism

is outside of my model, my empirical results are consistent with their idea that underlying

the 1990s boom was uncertainty regarding new technology.

3 Model

The economy is inhabited by a continuum of agents, a fraction of which die every pe-

riod and are replaced by new agents. At the heart of the model is a Roy-type occu-

pational choice problem that new agents face. They choose among entrepreneurship,

self-employment, and salaried work. New entrepreneurs initially face uninsurable in-

come risk. Workers and the self-employed face no idiosyncratic income risk.5 Growth of

established businesses is iid in the cross-section, and their owners face complete markets.

3.1 Model setup

At any point in time t, there is a unit measure of households i in the set fIt. I use the

subscript iat for household i of age a at time t. Households have preferences over the

stream of their lifetime consumption {Ciat}. Each household lives for a random number of

years, dying with an iid probability θ. At the same rate, new households are born, keeping

the measure of households constant over time.6Newborn agents observe the aggregate

state as well as an idiosyncratic signal about their future productivity. Furthermore,

they are randomly chosen to be a member of two fractions of the population. A fraction

ε of agents gets to choose between becoming an entrepreneur or a worker. The remaining

fraction 1 − ε chooses between becoming self-employed or a worker. After they choose,

their idiosyncratic component of future productivity is fully realized. While agents are

initially fully exposed to this risk due to limited commitment before decisions are made,

they face complete markets after choosing entry and exit.

5I could relax this assumption as long as nonentrepreneurs face less risk than entrepreneurs. In the
data, business income is much riskier than labor income (cf. DeBacker et al., 2012).

6Formally, as pointed out by Judd (1985) and discussed further by Uhlig (1996), if households die
at an iid rate, the integral over all households of an indicator function indicating survival is not defined.
Following the literature I assume that a law of large numbers holds, despite the technical issues.
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3.1.1 Occupations

Entrepreneurs hire capital and labor to produce output, subject to decreasing returns

to scale. The self-employed operate a fixed-scale technology. Workers differ in their

efficiency units of labor and are otherwise homogeneous. Agents’ skills are summarized

by their productivity Ziat and labor endowment Hiat.

An entrepreneur with productivity parameter Ziat hires capital and labor Kiat, Niat

to produce output Yiat, according to the following production function:

Yiat = AZ1−φ
iat

(
Kα
iatN

1−α
iat

)φ
, (3.1)

where 1 − φ is the profit share and α is the cost share of capital. Productivity Ziat is

scaled by 1 − φ so that profits and the policy function are linear in Ziat. A > 0 is a

constant used for choosing units in the empirical section.

The fixed-scale technology of the self-employed is simple: Each self-employed only

uses her own labor to produce an output equal to her productivity:

Yiat = Ziat. (3.2)

Workers are homogeneous, except for differences in their endowment with efficiency units

of labor, Hiat.

3.1.2 Information and type distributions

At the beginning of a period, all newborn households observe an idiosyncratic, type-

dependent random variable Oi0t as well as the aggregate state of the economy ζt. At

that time, they choose their occupation. The households in the fraction 1 − ε, which

choose between self-employment and being a worker, will have productivity given by:

Zi0t = Oi0tωt (3.3)

when self-employed, where ωt is an aggregate and exogenous parameter, varying with t

and with growth rate gs,t =
ωt
ωt−1

. They have human capital Hiat = 1, when deciding to

become workers. Their occupational choice is fully reversible.

The fraction ε of households, which chooses between becoming an entrepreneur and

being a worker, will have a productivity parameter given by:

Zi0t = Oi0tUi0t (3.4)

when choosing to become an entrepreneur, where Ui0t is an additional idiosyncratic
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random variable, directly revealed after their occupational choice. Entrepreneurial pro-

ductivity growth is defined as ge,iat =
Ziat

Zi,a−1,t−1
. They will have human capital Hiat = 1,

when deciding to become a worker at the beginning of the period. If they exit their

business during the first period of their lives, they have only human capital Hiat = 1−η.
For the components of initial entrepreneurial productivity, I assume independent dis-

tributions with heavy tails. A parsimonious way to introduce a potentially asymmetric

distribution with heavy tails is to model each tail of the distribution as a Pareto distribu-

tion. Imposing continuity for the density function yields the Double-Pareto distribution.

Equivalently, the logarithm of risky productivity Ui0t follows a Laplace distribution:7

lnUi0t
iid∼ L(`t, rt) + µt, (3.5)

where L(`, r) denotes the centered, asymmetric Laplace distribution with left and right

tail parameters ` and r. µt is a location parameter. I use the same distributional form

for the observed type of entrants:

lnOi0t
iid∼ L(λ, ν).

The iid assumption means that Oi0t and Ui0t are independently distributed within any

given period t, but the time variation in the distribution implies that they are not

identically distributed across periods.

Figure 2 illustrates the distribution of potential productivity. The dashed and dotted

lines represent the densities of the initially unknown component lnU and the observed

component lnO. The solid line is the convolution of these two densities and represents

the density of potential log productivity ln(U×O), prior to self-selection of entrepreneurs.

The densities are drawn asymmetrically in anticipation of the empirically relevant pa-

rameter range.

The skill of the self-employed is also independently distributed in the cross-section,

drawn from a time-invariant distribution FO:
8

Oi0t
iid∼ FO. (3.6)

For ease of notation, I abstract from separate time indices for the beginning and the

end of the period. I use F−
i0t to denote the beginning of the period information set, when

7The Laplace density is given by: fL(`,r)(x) =
1

`−1+r−1 min
{

e`x, e−rx
}

. For a derivation and descrip-
tion of the Double-Pareto distribution see Reed and Jorgensen (2004); Arkolakis (2011). They consider
a log-normal Laplace distribution. To simplify the characterization of the exit decision, I set the normal
component to zero. Most qualitative results in this section extend to the log-normal Laplace case.

8While nothing changes conceptually when the distribution of Oi0t is the same as for entrepreneurs,
a calibrated version implies very thin tails of FO in this case. I therefore use a log-normal distribution.
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Figure 2: Density of potential productivity and its observed and unobserved component
Potential productivity combines observed skill O and productivity risk U . Productivity risk has a fatter

right tail than the skill distribution. The dotted line is the density of the unobserved component lnU ,

the brown dashed line the density of the observed component lnO and the blue solid line the density of

potential lnZ prior to selection into entry.

Ui0t is unknown, but the aggregate state ζt is already known. I denote the history of

ζt as ζ
t. Under the end of the period information set Ft also the individual states are

perfectly observed by all agents.

3.1.3 Preferences

The preference specification follows Garleanu and Panageas (2010) in combining the

perpetual youth model of Blanchard (1985) with the recursive utilsity framework in

Epstein and Zin (1989) and Weil (1990). Agents care only about consumption {Ciat}.9
Given a path of consumption {Cs}∞s=t, household i of age a has value Ṽ :

Ṽiat({Cs}∞s=t) =
(

(1− β)(Ct)
1−ψ + βR[Ṽi,a+1,t+1({Cs}∞s=t+1)|Fiat]1−ψ

) 1
1−ψ

, (3.7)

where R denotes the following risk-adjusted expectation operator:

R[ζ|F ] ≡ E[ζ1−ρ|F ]
1

1−ρ .

Agents do not consume within the period. The beginning of the period value Ṽ −
i0t is

therefore just the risk-adjusted continuation value:

Ṽ −
i0t({Cs}∞s=t) =

(

0 + βR[Ṽi,a+1,t+1({Cs}∞s=t+1)|F−
i0t]

1−ψ
) 1

1−ψ

9The preferences can also be derived using a concern for robustness with two different uncertainty
adjustments for survival and investment risk in the framework of multiplier preferences in Hansen and
Sargent (2007). They allow for different concerns about misspecification within and across Markov
regimes. Here, the analogues are different concerns for misspecification of the survival probability versus
the wealth evolution. See Appendix C.1.
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= β
1

1−ψR[Ṽi,a+1,t+1({Cs}∞s=t+1)|F−
i0t]. (3.8)

This specification implies that households have an intertemporal elasticity of substitution

of ψ−1 along a deterministic consumption path. ψ is also the aversion over mortality

risk, which affects a household with iid probability θ. In contrast, households adjust

investment risk according to the risk aversion parameter ρ. The risk-adjusted expectation

operator R only incorporates this investment risk. β = β̃(1− θ) reflects both the rate of

time preference β̃−1 − 1 > 0 and the death probability θ ∈ (0, 1).

3.1.4 Risk sharing

Actuarial fair insurance is available to agents in this economy, except at birth. From

the end of the first period onward, agents have access to complete markets, following

Blanchard (1985). Actuarial fair insurance combined with risk aversion implies that

agents completely insure against idiosyncratic risks from the end of the first period

onward. Risk prices for idiosyncratic risk simply reflect physical probabilities. At birth,

however, agents cannot insure against idiosyncratic risk. Appendix C.2 explains this with

an initial lack of commitment and limited information in an environment with perfect

competition among risk-neutral lenders.

The appendix also shows that income from financial assets is discounted at a different

rate than income from human capital. Since human capital is wiped out at death, but

financial assets can be passed on to surviving agents, the discount factor for financial

asset income is (1− θ)−1 times the discount factor for human capital income.

3.1.5 Capital goods sector

There is a competitive sector supplying aggregate capital. Aggregate supply of capital

follows a standard law of motion with a stochastic depreciation rate. Investment is

subject to adjustment costs in the investment rate:

Kt = (1− δt)Kt−1 + It (1−Ψ(It/Kt−1)) , (3.9)

where Ψ(x) = Ψ̄
2

(

x
(
Ī
K̄

)−1
− 1
)2
, Ψ̄ > 0.

Dividends in the capital goods sector are given by dst = Ktd
k
t − It. The variable Πk,t

denotes their present discounted value:

Πk,t =

∞∑

t=0

∫

ζt

Qt(ζ
t)

Q0(1− θ)t

(

Kt(ζ
t)dkt (ζ

t)− It(ζ
t)
)

dζt. (3.10)
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3.1.6 Labor market

The labor market is competitive. Entrepreneurs can hire one efficiency unit of labor at

the given wage rate Wt.

To fit employment movements by existing firms, I consider a friction in the labor

market that causes wages to be rigid in the short run. Real rigidities are often proposed

to explain aggregate labor market outcomes (e.g., Hall (2005) and Shimer (2005)). Here,

I follow Blanchard and Gaĺı (2007) and Uhlig (2007). I assume that real wages paid to

workers adjust only partially to changes in labor demand. In particular, while firms pay

a wage rate Wt, workers receive W
f
t . The difference is a time-varying labor-wedge:

Wt = (W f
t )

1−κW κ
t−1, (3.11)

where κ ∈ [0, 1) is the persistence of real wages.

3.1.7 Budget constraint

Before agents start consuming, they have access to complete markets and can trade

Arrow-Debreu securities B(ζti ), which pay one unit of consumption in history ζti at price

Q(ζti ). Markets reopen every period t, and Bi,a−1,t−1(ζ
s
j ) = b denotes purchases of b

consumption claims in history ζsj by agent i at time t − 1 at age a − 1. Additionally,

they hold shares in the capital goods producing firms, Aiat, priced at P st and paying a

dividend of dst .

To describe the budget set, I make use of two properties that hold in any competitive

equilibrium. First, since insurance is fair, agents insure completely against idiosyncratic

risk, other than the effect of mortality on human capital. Second, since factor markets are

competitive and entrepreneurs hire capital and labor after observing their productivity,

they maximize profits state by state. I show in Appendix A.1 that the resulting profits

are linear in entrepreneurial productivity in the cross-section:

Yiat −NiatWt −Kiatd
k
t = Π̄tZiat, (3.12)

where Π̄t is a function of the aggregate state. Since they insure against idiosyncratic

growth risk after their initial productivity draw is realized, their budget depends on

Ziat ≡ Zi,0,t−aGe,t−a,t. Ge,t−a,t is the average productivity growth in the entrepreneurial

sector.10

Let πiat denote the period profits agent iat’s human capital generates in period t,

10Formally, Ge,t−a,t =
∏t
τ=t−a+1 ge,τ , where ge,t ≡ E[giat|F−

t ] = E

[

Ziat

Zi,a−1,t−1

∣

∣F−
t

]

.
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with wages understood as the profits derived from a worker’s labor endowment. For the

different occupational choices ιiat, profits are given as follows:

πiat =







Oi0tw̄t ιiat = se

W f
t ιiat = n

(1− η)W f
t ιiat = x

Π̄tGe,t−a,tZi0t ιiat = e







,

where ιit denotes the job choice of agent i, with s representing the self-employed, n

salaried work, χ exited entrepreneurs, and e active entrepreneurs.

Using this notation, the budget constraint can be expressed as follows:

∞∑

t=0

∫

ζt

Qt(ζ
t)

Q0(1− θ)t

(

Bi,a−1,t−1(·) +Ai,a−1,t−1(·)(P st (·) + dst (·))

− (P st (·)Aiat(·) +Biat(·))
)

dζt

≥
∞∑

t=0

∫

ζt

Qt(ζ
t)

Q0

(

Ciat(ζ
t)− πiat(ζ

t)
)

dζt (3.13)

with Bi,a−1,t−1(·) and Ai,a−1,t−1(·) given. Young agents have no endowments of Arrow-

Debreu securities and stocks: Bi,−1,t−1(·) = Ai,−1,t−1 = 0.11 Thus, for the young equa-

tion (3.13) simply bounds the present discounted value of consumption by the present

discounted value of lifetime human capital income.

3.2 Equilibrium

3.2.1 Household optimization problem

Figure 3 summarizes the key occupational choice problem faced by agents in this model.

Each occupational choice has a lifetime value attached to it, and households choose the

career path with the highest value. Two features are crucial. First, entry is costly

for entrepreneurs so that not all potential entrepreneurs are willing to enter. Second,

nonentrepreneurs can switch seamlessly back and forth between salaried work and self-

employment, providing an elastic supply of labor in equilibrium.12

Conditional on their occupational choice between occupations ιi, households choose

consumption, net purchases of Arrow-Debreu securities Biat(·), and shares in the capital

11In a numerical extension I introduce positive endowment of financial wealth, along with a pecuniary
cost of becoming an entrepreneur.

12The assumption of two distinct subsets of the population choosing between self-employment and
entrepreneurship can be relaxed. A particularly simple case arises when every agent has the same
productivity when self-employed. Alternatively, additional ex ante heterogeneity can explain the different
fractions of the population.
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Entrepreneurs

Profits(O × U)

Value V (e)(O,U)

Workers

Wage(H)

Value V (x)(H)

Potential entrepreneurs (measure ε)

Birth F−
i0t: unknown U H = 1

H = 1− η

Self-employed

Profit(O)

Value V (se)(O)

Workers

Wage(H)

Value V (n)

Non-entrepreneurs (measure 1− ε)

Birth F−
i0t: full information

H = 1

Figure 3: Occupational choices, associated period incomes and lifetime values
Agents face the choice between two occupations. Nonentrepreneurs can switch costlessly between self-

employment and salaried work. Entrepreneurs who enter forgo a fraction η of their labor endowment as

workers. Choices depend only on income streams: Agents have no preferences over occupations. First,

potential entrepreneurs decide about entry, knowing the aggregate state and their skill. After entry,

productivity U is revealed and entrepreneurs can exit, prior to production in the first period.

goods sector Aiat freely, given state prices Qt(ζ
t
i ), wages wt, capital prices and rental

rates P kt , d
k
t , and their information set Fit. They solve

Viat(ι) ≡ max
{Ci,a+τ,t+τ(·),Ai,a+τ,t+τ(·),Bi,a+τ,t+τ (·)}∞τ=0

Ṽiat({Ci,a+τ,t+τ (·)}∞τ=0), (3.14)

subject to the budget constraint (3.13), given ιit = ι and zero initial financial assets.

The utility function Ṽiat here is defined in (3.7). Viat(ι) is the value, in utility terms, of

household ia at time t choosing ιi = ι.

The occupational choice between entrepreneurship (ι = e) and salaried work (ι = w)

for the measure ε of potential entrepreneurs is subject to information set at the beginning

of period 0, F−
i0t for household i0 born at time t. Because it concerns purely investment

risk that is risk-adjusted according to ρ, the occupational choice is between:

V̂iat ≡ max{R[max{Viat(e), (1 − η)Viat(w)}|F−
i0t],R[Viat(w)|F−

i0t]}, (3.15)

where the optimal exit decision is already incorporated for entrepreneurs. If an en-

trepreneur exits, ι = x and I used that the lifetime value will be reduced proportionally
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by the exit cost in equilibrium: Viat(x) = (1− η)Viat(w).

The potentially self-employed choose between self-employment ιit = se and salaried

work ιit = n period by period under information F−
it :

V̂iat ≡ max{R[Viat(se)|F−
i0t],R[Viat(n)|F−

i0t]}. (3.16)

Entrepreneurs who continue to operate choose state-dependent labor demand and capital

demand to maximize the present discounted value of their profits. Equivalently, they

maximize profits state by state:

max
Niat,Kiat

AZ1−φ
iat (Kα

iatN
1−α
iat )φ −NiatWt −Kiatd

k
t . (3.17)

For notational purposes, set production and input demand by households that do not

operate a firm to zero: Yiat = Kiat = Niat = 0 if ιi 6= e. Similarly, Hiat = 0 for

entrepreneurs.

3.2.2 Capital good producers

The representative capital goods producer chooses investment and capital to maximize

the expected discounted value of period profits Πk,t in (3.10), subject to the law of

motion for capital (3.9), given initial capital. P kt denotes the current value multiplier on

the constraint.

3.2.3 Competitive equilibrium

The following defines a competitive equilibrium in this economy:

Definition 1. An allocation {{Kt, It, {ιiat, Ciat, Aiat, Biat, Niat,Kiat}iat}i∈It}∞t=0 and state

prices, capital prices, share prices, and wages {Qt(·), P kt , P st ,Wt,W
f
t } are a competitive

equilibrium if, for any history and initial conditions {ζti}it, the allocation solves each

household’s maximization problem defined by (3.14), (3.15) or (3.16), the profit maxi-

mization problem (3.17), and the capital goods producer’s problem of maximizing (3.10).

In addition, the following market clearing conditions hold: (1) Goods market clearing:
∫

It(Ciat − Yiat)di + It = 0; (2) labor market clearing:
∫

It(Hiat − Niat)di = 0; (3) capi-

tal market clearing:
∫

It Kiatdi = Kt; (4) stock market clearing:
∫

∪s≤tIs
Aiatdi = 1; (5)

security market clearing:
∫

∪s≤tIs
Biatdi = 0.

A particular equilibrium without macro shocks greatly facilitates the analysis of

the general model, because aggregates are constant, but individual allocations are non-

degenerate. Therefore, such an equilibrium is called the stationary equilibrium:
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Definition 2. A stationary equilibrium is such that the aggregate state of the economy

is constant: `t = ¯̀, rt = r̄t, δt = δ̄, ωt = ω̄, µt = µ̄.

3.3 Properties of the equilibrium

Proposition 1 establishes three general properties of this economy under regularity con-

ditions. First, there is a sorting equilibrium. Second, there is a representative consumer.

Third, the entrepreneurial production function aggregates to a neoclassical production

function with endogenous productivity that follows a simple autoregressive process.

The regularity conditions require the tails of the productivity distribution not to be

too heavy:

Assumption 1. Assume the following conditions are satisfied for all ζt:

1. The right tail coefficient rt satisfies 1 < rt < ν.

2. If exit is infinitely costly, η = 1, the left tail coefficient `t satisfies (ρ− 1) < `t.

In addition, I assume that productivity growth rates are iid in the cross-section and

shock-processes are (trend-)stationary.13

Assumption 2. The growth rate of entrepreneurial productivity is iid in the cross-section

with mean ḡe = Et[giat]. rt, `t, δt, µt − t ln(ḡe), and ωt − t ln(ḡs) are stationary stochastic

processes with ḡ
1−φ
1−αφ
e , ḡs < β̃−1.

For the sorting solution of nonentrepreneurs to have a nondegenerate solution requires

an interior equilibrium in the labor market: Some, but not all nonentrepreneurs are self-

employed.14 Under this assumption, the following proposition holds:

Proposition 1. Under Assumptions 1 and 2, the following properties hold in any interior

equilibrium:

(a) Sorting equilibrium: The occupational choice problems of potential entrepreneurs and

self-employed have cutoff solutions with entry cutoffs Ōe,t, Ōse,t, and an exit cutoff

Ze,t for entrepreneurs.

13The model can be generalized to include life-cycle productivity dynamics, while remaining tractable
when assuming that productivity growth depends only age, but not on size.

14Formally, this condition requires that at the equilibrium wage W f
t : 0 < FO(W

f
t /ω

−
t ) < 1. I

calibrate the mean productivity of entrepreneurs µ̄ and the wage rate per efficiency unit of labor such
that the equilibrium is interior. If aggregate shocks are sufficiently small and bounded, any equilibrium
is therefore interior. Conversely, an interior solution in the labor market is an interior solution for the
sorting problem of the self-employed. Given finite wages, the sorting problem of potential entrepreneurs
also has an interior solution.
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(b) Consumers’ policy and value functions are linear in wealth and therefore aggregate.

There is a single stochastic discount factor St,t+1 in the economy.

(c) Aggregate production function: The production functions of entrepreneurs aggregate

to an aggregate production function with endogenous productivity:

Ye,t = AZ1−φ
e,t

(
Kα
t N

1−α
t

)φ

Productivity Ze,t follows an AR(1) process given by:

Ze,t = (1− θ)ge,tZe,t−1 + Ze,0,t

where Ze,0,t = εθeµt
∫∞
Ōe,t

∫∞
Ūt(Õ) Ũ ÕdFU (Ũ)dFO(Õ). The effective measure of poten-

tial entrepreneurs in the labor market Nx
t also follows an AR(1) process:

Nx
t = (1− θ)Nx

t−1 + εθ
(
FO,e(Ōe,t) + (1− FO,e(Ōe,t))EXt(1− η)

)
.

Proof: see Appendix A.1

Appendix B.8 lists all equilibrium conditions. It shows that only three endogenous

state variables are needed to characterize the Markov equilibrium of this economy: past

capital to characterize the capital goods sector, past labor supply, and past productivity

of entrepreneurs to characterize the entrepreneurial sector.

The cutoff property of the solution is intuitive: Agents with higher observed skill O

always do better either being entrepreneurs or self-employed than less skilled agents. In

an interior equilibrium, there is therefore a cutoff above which all agents enter, Ōt. For

entrepreneurs there is a also a cutoff level of risky productivity below which they exit,

called Ūt(O).

Proposition 1 allows me to determine prices in this economy for any given allocation.

Part (b) of the proposition rests on the homogeneity of preferences and complete markets.

The substantive point of part (b) is the existence of a common stochastic discount factor

St,t+s. Given St,t+s and the state of the economy, the rental rate of capital follows from

a standard Euler equation. The rental rate of capital and the discount factor together

with the wage allow me to characterize the entrepreneurial sector.

The cutoff property of the occupational choice for the self-employed pins down the

wage. The entry threshold is such that the marginal self-employed is just indifferent

between being a worker or self-employed for a given wage W f
t :

Ōs,t =
W f
t

ωt
⇔ W f

t = Ōs,tωt. (3.18)
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Labor supply is FO(Ōs,t) = FO
(
Wt
ωt

)
. When the wage rate is high, more self-employed

give up their business and become workers.

The crucial feature for the aggregation of entrepreneurial production is that en-

trepreneurs can hire all inputs on competitive spot markets, after observing their pro-

ductivity. State by state, their factor demands are linear in their productivity. Factor

market clearing then allows me to re-write the production function as in part (c) of the

proposition. My model is therefore a model of intangible capital, as in Hall (2001). Hall’s

intangible capital is the endogenous total productivity of entrepreneurs in this model.

The simple equation for the evolution of total productivity Ze,t follows from iid

exit and growth of firms. A law of large numbers then implies the evolution for total

productivity as a first order autoregressive process. The productivity parameter Ze,0,t of

entering entrepreneurs is the innovation to this AR(1) process:

Ze,0,t = εθeµt
∫ ∞

Ōe,t

∫ ∞

Ūt(Õ)
Ũ ÕdFU,t(Ũ)dFO(Õ) (3.19)

Ze0t depends on exogenous risk via FU,t and endogenous cutoffs. The productivity dis-

tribution is given in closed form (A.3) and derived in Appendix B.3. The remainder of

this section focuses on the determinants of the cutoffs.

Only the entry cutoff adjusts to macroeconomic conditions other than risk. In con-

trast, the marginal exit cutoff and the exit rate only depend on risk rt, `t. For en-

trepreneurs, a sufficient statistic for macroeconomic conditions is the relative present

discounted value of wages relative to profits.

Lemma 1. In an interior equilibrium, the following properties hold:

(a) The cutoff for entrepreneurial entry Ōe,t is a function only of risk rt, `t and macro-

economic conditions summarized in πte
µt , where πt ≡ PDVt(GeΠ)

PDVt(W ) , where PDVt(·)
denotes the expected discounted value of a payment stream.15 In particular:

Ōe,t =
g(rt, `t)

πteµt
. (3.20)

(b) The exit rate EXt is independent of macroeconomic conditions other than risk if

Ōe,t > 1:

EXt = χ(rt, `t). (3.21)

Proof: Appendix A.2.

15Given the stochastic discount factor St,t+s: PDVt(W ) = E[
∑∞

s=t St,sWs|F−
t ]. For profits, de-

fine Gi,e,0→t ≡ ∏t
s=0 Gi,e,s as the cumulative individual productivity growth. Then PDVt(GeΠ) =

E[
∑∞
s=t St,sGi,e,0→t+sΠt+s|F−

t ] = E[
∑∞
s=t St,sḡ

t+s
e Πt+s|F−

t ] because Gi,e,◦ is iid with mean ge.
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Note that part (a) of Lemma 1 is independent of the particular distributional assump-

tions: It holds more generally for any distribution FU (u|θ) guaranteeing the existence of

the risk-adjusted expectation in (3.23), with g(r, `) replaced by g̃(θ). Part (b) relies on

the specific distributional assumptions, but finding that exit is independent of macro-

economic conditions other than risk is consistent with evidence from the manufacturing

industry that exit rates are approximately acyclical (Lee and Mukoyama, 2008).

The main steps in the proof of Lemma 1 highlight the model mechanics. Start with

part (a). Potential entrepreneurs enter as long as their risk-adjusted lifetime value is

higher as entrepreneurs than as workers. I show in Appendix A.2 that this choice is

equivalent to choosing the occupation with the highest risk-adjusted wealth. For the

marginal entrepreneur with skill Ōe,t, risk-adjusted wealth is therefore equal:

PDVt(W ) = R[max{(1 − η)PDVt(W ), Ōe,te
µtPDVt(GeΠ̄)Ui0t}|F−

i0t]. (3.22)

Note that the risk-adjusted expectations operator R is homogeneous of degree one in all

F−
i0t-measurable variables, and in particular, in the present discounted value of wages. I

can therefore rewrite the indifference condition in terms of the relative profit ratio πte
µt :

1 = R
[

max

{

(1− η), Ōe,tπte
µtUi0t

}∣
∣
∣
∣
F−
i0t

]

. (3.23)

Equation (3.23) shows that the relative profit ratio πte
µt is indeed a sufficient statistic

for the macroeconomic state from the perspective of entrepreneurs. Note that only Ui0t

is unknown under information F−
i0t. The distribution of Ui0t is constant when risk rt, `t is

constant. The entry threshold Ōe,t adjusts therefore one-to-one to all anticipated changes

in the relative profitability of entrepreneurs πte
µt . Since the risk-adjusted expectation in

(3.23) depends on (rt, `t) and constant parameters only, equation (3.20) follows.

The left panel in Figure 4 illustrates how the entry cutoff varies with risk: It falls in

upside risk and increases with downside risk for a given relative profit ratio πte
µt .

Unlike the result on the entry threshold, part (b) of Lemma 1 exploits that the

skill distribution conditional on entry follows a Power Law, given Ōe,t > 1. As macro-

economic conditions πte
µt improve, it then follows that entrepreneurial skills scale down

proportionally from equation (3.20), while their rescaled distribution is unchanged. All

else equal, this selection effect would increase the exit rate. However, improved macro-

economic conditions exactly offset the effect of proportionally lower skills on the exit

threshold. Since the rescaled distribution and the new exit threshold are unchanged, so

is the exit rate.

To see the offsetting effect on the exit rate, note that entrepreneurs exit whenever
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(a) Determination of entry cutoff (b) Location of entry and exit cutoffs

Skill lnHOL
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e value as worker
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high upside

high
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ln Productivity
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component lnHUL

Exit Entry

observed
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Figure 4: Determination of entry cutoff (left) and location of entry and exit cutoffs
Panel (a) illustrates how the entry cutoff depends on risk: It increases with upside risk r−1

t and falls

with downside risk `−1
t for a given relative profit ratio πte

µt (i.e., in partial equilibrium). Potential

entrepreneurs compare the risk-adjusted value of entry with their outside option as workers. The outside

option is independent of their skill. The value of entry is bounded below by the value of the exit option.

Higher upside risk (green dashed line) raises the value of entry uniformly compared to the baseline (blue

solid line). The marginal entrepreneur has a risk-adjusted value equal to the value of being a worker.

Panel (b) illustrates the assumption on entry and exit cutoffs: Few potential entrepreneurs enter, so that

entry is to the right of the mode of the observed skill distribution. Similarly, exit is relatively uncommon.

their productivity draw is too low: Ui0t ≤ (1−η)
Oi0tπteµt

∀Oi0t ≥ Ōe,t > 1. Since skills Oi0t

are scaled down by 1
πteµt

, the effective exit cutoff is unchanged. For example, the highest

exit cutoff is associated with the lowest skill and satisfies:

Ūt
(
Ōe,t

)
=

(1− η)

Ōe,tπteµt
=

(1− η)

g(rt, `t)
. (3.24)

As skills are proportionately higher, the cutoff is proportionately lower, but it is still

independent of macroeconomic conditions other than entrepreneurial risk rt, `t. This

result highlights how risk is identified from data on exit rates in the model estimation.16

In the remainder of this paper, I assume that the equilibrium is in a specific region of

the parameter space where entry and exit are relatively uncommon events: The modal

potential entrepreneur shies away from entry, the modal entrant does not exit. While

neither assumption seems restrictive for observed entry and exit rates, the assumption

on entry is important for the exit characterization here. The second assumption only

simplifies the algebra while maintaining the qualitative equilibrium properties.17

16Note from the proof that while entrepreneurial risk rt, `t as a state variable typically affects πt
through expected future entry and exit, the influence on the exit rate and the entry cutoff is only
contemporaneous via its influence on the cross-sectional distribution.

17With higher risk aversion, the relative risk-adjusted benefit of entrepreneurship falls below one.
Hence, part (a) of the assumption can be satisfied when agents are sufficiently risk-averse. By increasing
Ōe,t, risk aversion also lowers the exit cost required to satisfy (b). In general, (b) is satisfied as η ↗ 1.
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Assumption 3. The exit cost η and the risk aversion ρ are high enough to guarantee

the following conditions:

(a) The log entry cutoff is strictly positive: ln Ōe,t > 0.

(b) The log exit cutoff is strictly negative: ln Ūt(Ōe,t) < 0

3.4 Balanced growth

A balanced growth path exists in the economy, if productivity of the self-employed and

entrepreneurs grows at the appropriate rates. Along the balanced growth path, aggregate

labor demand is constant, while the aggregate demand for capital grows and the capital-

to-labor ratio is growing. The capital share in wealth is constant.

Recall that the productivity growth of self-employed and entrepreneurs is gs,t and ge,t,

respectively. If Assumption 4 is satisfied, the share of the self-employed and entrepreneurs

is constant along the balanced growth path, while physical output and its components

as well as overall wealth grow at the common rate gs,t.
18

Assumption 4. The expected growth of firms ḡe equals the growth of household pro-

ductivity ḡs, adjusted for decreasing returns to scale in the firm sector: ḡs = ḡ
1−φ
1−αφ
e .

3.5 Productivity and employment size distribution

In equilibrium, the productivity distribution of entrants differs from the distribution of

potential productivity because of the self-selection of entrepreneurs. Figure 5 plots the

equilibrium density of log productivity lnZ in the cross-section. There are two selection

effects. The selection of entrepreneurs into entry implies that the density of observed

productivity lnZ shifts to the right. Graphically, this corresponds to the difference

between the black dotted density of potential productivity and the solid blue density

of observed productivity lnZ without exit. The second selection effect truncates the

observed productivity distribution at the minimum efficient operating level. This effect

is visible in the difference between the green dashed and blue solid curves.

The productivity distribution of entrants depends on macroeconomic conditions be-

sides risk. When the relative profit ratio πte
µt is high, less skilled entrepreneurs also enter

and less productive entrepreneurs continue operating. Looking at the (untruncated) den-

18This assumption is unnecessarily restrictive: The only necessary condition for asymptotically bal-
anced growth is that the long-run trend of home and firm productivity are the same. The more restrictive
assumption guarantees that the economy is on the balanced growth path absent other shocks.
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Figure 5: Equilibrium cross-sectional density of log productivity among entrants
Equilibrium productivity differs from potential productivity due to self-selection into entrepreneurship

and exit. The right tail of the equilibrium productivity distribution is Pareto distributed. The dotted

line is the density of potential productivity, the blue solid line the density of lnZ after selection into

entry, but without an exit option. The green dashed lines adds the exit option to the blue line.

sity of log productivity shows that the distribution depends on the endogenous relative

profit ratio πt, besides the exogenous risk rt, and `t:

flnZ,t(z) =
rt`t
rt + `t

ν

ν − rt







e
`t
(
z−ln

g(rt,`t)
πt

)

ν−rt
ν+`t

ez ≤ g(rt,`t)
πt

,

e
−rt(z−ln

g(rt,`t)
πt

) (

1− `t+rt
ν+`t

e
−(ν−rt)(z−ln

g(rt,`t)
πt

))

ez > g(rt,`t)
πt

.

(3.25)

A higher profit ratio πt shifts the (log) productivity distribution to the left, all else equal.

Changes in µt, in contrast, have no direct effects on the distribution on entrants: The

location parameter µt cancels out in (A.3) and affects only entry directly.

The employment size distribution among firms in any given state is equal to the cross-

sectional distribution of productivity: Size is proportional to productivity of firms within

a period (see Appendix A.1). The same is not true when comparing the size distribution

over time. Over time, changes in the state of the economy also change how many workers

an entrepreneur with given productivity hires, blurring the link between productivity and

size. I therefore consider a special case with a quasianalytical solution to highlight the

main driving forces before discussing the numerical solution for the general case.

3.6 Analytical solution: labor-only

This section derives quasianalytical solutions for macro aggregates under the simplifying

assumptions of symmetric growth-risk exposure for workers and entrepreneurs and equal

productivity of all self-employed. I use symmetric growth risk to describe the case of

wages and profits growing at a common, possible stochastic rate. In this case, partial

equilibrium analytical results carry over to general equilibrium. The closed economy with
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endogenous labor supply behaves as a small open economy with migration of workers.

Assuming symmetric growth-risk exposure makes the forward-looking entrepreneurial

decision static and greatly simplifies the analysis. The economic content of this assump-

tion is that the idiosyncratic risk at the start of a new business dominates the exposure

to aggregate risk and uncertain growth later on in the firm’s lifecycle. An alternative is

to consider the more general case, but to solve the model numerically. This is done in

the empirical section, but the numerical approximation procedure utilizes the same con-

ceptual idea: Idiosyncratic risk matters most to entrepreneurs. Formally, I am imposing

the following additional assumption:19

Assumption 5. (a) Nonentrepreneurs have the same productivity as the self-employed:

Oi0 = 1 for all potential self-employed.

(b) Labor is the only input into entrepreneurial production: α = 0, δt = 1.

(c) The economy is on the balanced growth path (Assumption 4).

(d) There is no wage rigidity: κ = 0.

(e) There is an interior equilibrium in the labor market: Zet N̄t ∈ (Nχ
t , 1)∀t.

The forward-looking occupational choice for potential entrepreneurs becomes static

because profits and wages grow at the same stochastic trend. Their relative present

discounted value then equals the static relative profit ratio: πt =
PDVt(W )

PDVt(GeΠ̄)eµt
= Wt

Π̄teµt
.

Corollary 1. Under Assumption 5, the equilibrium is as follows: The wage is given by

the outside option:

Wt = ωt. (3.26)

The entry threshold for potential entrepreneurs satisfies:

R[max{(1− η), Ōe,tUi0t
Π̄

ω̄eµt
}|F−

i0t] = 1, (3.27)

where ω̄ is the detrended wage rate and Π̄ satisfies from Appendix A.1:

Π̄ = (1− φ)φ
φ

1−φ ω̄− φ
1−φ . (3.28)

19Relaxing parts (a) through (d) of Assumption 5 leaves the character of the solution unchanged
but requires a numerical solution. Assumption (e) implies that the scarce factor in the economy is
entrepreneurial talent, whereas labor supply is relatively abundant. If Assumption (e) were violated, the
character of the solution would change fundamentally. Either no one would be an entrepreneur or labor
would be rationed with wages rather than quantities adjusting to clear the labor market.
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The exit threshold is given by:

Ūt(Ōe,t) = (1− η)
ω̄

Π̄eµtŌe,t
(3.29)

Proof: See below.

The corollary follows from Proposition 1 after noting that with homogeneous workers

an interior equilibrium requires the wage to equal the common outside option from

(3.18). Given balanced growth, the sum of profits of entrepreneurs and workers grow at

the same rate. Detrending equations (3.23) and (3.24) yields equations (3.27) and (3.29),

respectively.

Because the cutoff is static, aggregate equilibrium allocations are not forward-looking.

Expectations of the future matter only for individual allocations and asset prices. Agents

demand a risk premium for aggregate risk. Young entrepreneurs trade claims with other

agents to smooth consumption.

Table 1 provides an analytical characterization of the dynamic impacts of changing

risk in this simplified economy. The lower part of the table provides additional com-

parative static results. I distinguish static effects from dynamic impacts since in the

equilibrium considered here also the impact response to changes in the productivity dis-

tribution can be computed analytically, without taking a stand on the specific properties

of the underlying stochastic process.

The logic behind the results in Table 1 is straightforward. Consider the effect of upside

Table 1: Effects of risk changes for interior, labor only equilibria

Entry Average size Job creation
Increase in ... (1) (2) (1) × (2)

D
y
n
am

ic

im
p
ac
t

Upside risk r−1 + +a +
Downside risk `−1 − −a −
Overall risk −/+b −/+b −/+b

Relative upside risk + +/− +
Multiplicative mean µ̄ + 0 +

S
ta
ti
c

eff
ec
t Risk aversion ρ − +c −

Outside option (wage) ω̄ − 0 −

A more favorable risk composition increases entry and overall productivity because of first order stochas-

tic dominance shifts. Deterministic shifts in the productivity distribution or the outside option leave

average size unchanged. If risk aversion dominates the exit option, average size increases when the risk

composition becomes more favorable or the agent is more risk averse. Here, overall risk is defined as

ω =
√

`−1
t r−1

t . Relative risk υ =
√

`t/rt.
a sufficient condition: η ≈ 1. b sufficient condition for positive

effects: η ≈ 1 and 1+υ2−ωυ(υ2−1)(ρ−2)+2ω2υ2(ρ−1) > 0. c sufficient condition: `+r+ν−rν > 0.

Proof: Appendix A.4
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risk. An increase in upside risk makes the distribution of productivity more favorable and

causes lower skilled entrepreneurs to enter. Overall entry rises. However, since agents

are risk averse, the entering types’ productivity is not low enough to offset an increase in

average productivity. For both reasons, overall productivity and therefore employment

increases. The effect of an increase in downside risk is qualitatively symmetric.

To analyze what happens if both tail risks increase at the same time I introduce the

concept of overall risk versus relative risk. I define overall risk as the geometric average

of the two tail coefficients:
√

`−1
t r−1

t . By analogy, I define relative upside risk as
√
`t√
rt
.

The effect of an increase in overall risk is ambiguous and depends on whether relative

upside risk is high. If risk aversion is high enough, or relative upside risk is low enough,

entry and overall productivity falls, while average productivity can increase.

Higher risk aversion or a lower outside option imply a change in the stationary equi-

librium toward a smaller entrepreneurial sector. When risk aversion is higher, the requires

risk premium increases. Since the risk premium equals E
[
max{(1 − η), Ōe,tUe

mutπt}|Ft
]
−

1, it is immediate that a higher risk premium is equivalent to a larger expected aver-

age firm size for the marginal entrepreneur. Consequently, average firm size increases.

Higher wages increase the average productivity but leave the average employment size

unchanged.

Three features of the model are key to these results: Exit costs, risk aversion, and

first order stochastic dominance (FOSD) shifts. Lemma 5 in the appendix proves that

increases in upside risk cause a FOSD shift in the risky productivity distribution and

vice versa for downside risk. If the productivity distribution improves in a FOSD sense,

overall productivity would increase given entry. However, since entrepreneurship becomes

more attractive relative to being a worker, entry also increases and lowers the immediate

effect of a FOSD on the average productivity. Indeed, the average productivity remains

unchanged with a deterministic FOSD shift (an increase in the location parameter µt):

The entry of lower skilled entrepreneurs offsets the increased average productivity of

supra-marginal entrepreneurs. Only risk aversion or exit drive a wedge between average

productivity and the payoff to an entrepreneur, causing changes in average productivity

and average size.20

20For the mathematical intuition without exit, note that average productivity equals E[Zi0t] =
Ōe,t

1−ν−1 E[Ut], given the conditional Pareto distribution of skills. In equilibrium, the skill cutoff adjusts:

E[Zi0t] =
E[Ut]ω̄

(1−1−ν−1)R[Ut]eµt Π̄
and is independent of µt. While average productivity falls with an increase

in ω̄, profits Π̄ and unit labor demand N̄ fall also to exactly offset the effect on average employment size.
See Appendix A.4 for the general case.
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4 Application to US data

I use data on the size distribution of the universe of US businesses from 1976 to 2011, as

provided in the Business Dynamics Statistics (BDS). The BDS data is available both at

the establishment and at the firm-level. The data is described in Appendix C.6.

4.1 Measuring tail risk

I prove that data on the observed size distribution and exit rates allows me to infer ex ante

upside and downside risk faced by entrepreneurs in my model. While the identification

of downside risk depends on specific parametric assumptions, I also discuss how the

inference of upside risk generalizes.

My identifying assumption to recover upside risk is that the difference in size among

the largest entrants is primarily driven by risky productivity draws. Entrepreneurial

skills also matter, but they are second order when conditioning on the largest businesses

only: The heterogeneity in skills among the most successful entrepreneurs is dominated

by the heterogeneity of their productivity draws. Formally, this means that the tail

coefficient of productivity risk is larger than that of the skill distribution: r−1
t > ν−1.21

Upside risk is the fatness of the entrants’ size distribution. To fix ideas, assume for

now that there are no skill differences among entrepreneurs. Then the cross-sectional

productivity distribution in my model would be exactly Pareto above its mode zmode and

its survivor function an exact power law:

F̄Z|Z>zmode(z) = 1− FZ|Z>zmode(z) =

(
z

zmode

)−rt
. (4.1)

Because all measures of firm size in my model are proportional to productivity, the Pareto

property carries over to employment size.

The Pareto distribution is a good first order approximation to the upper tail of the

size distribution of new businesses. If the Pareto distribution held exactly in the data,

equation (4.1) would imply that the log empirical survivor function and the log of business

size should be linearly related to one another. As the left panel in Figure 6 shows, this

relationship holds well in the BDS data for new establishments. The appendix plots the

corresponding data for more years (Figure C.11). The associated R2 is about 0.99 in

21To assess this assumption, it would be desirable to compute the tail index conditional on en-
trepreneurial characteristics such as demographics, or finances. But the Survey of Consumer Finances,
for example, includes fewer than 100 nonimputed businesses in each wave that are less than three years
old, making sample splits in the tails infeasible.
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every year from 1977 to 2009.22 The right panel shows the analogue for data on new

firms. Here, the distribution of the largest firms curves inward for the extreme tail of

the distribution. This pattern is not unusual for the tail of the distribution where the

density of the distribution is low.23
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Figure 6: Log counter-cumulative distribution function vs. log size for businesses age 0
A Pareto distribution is a good first order approximation to entrants’ size distribution. Differences in

slope are evidence for time variation in upside risk. Plotted is log10 F̄ (z) vs. log10 z, where z represents

employment.

While the Pareto distribution is a good first order approximation, it neither holds

exactly in my model nor in the data. Particularly, my model implies that the survivor

function for productivity has the following form:

F̄Z,t(z) = z−rt(κ1,t + κ2,tz
−(ν−rt) + o(z−(ν−rt))), κ1,t > 0∀t. (4.2)

For high productivity firms, F̄Z,t differs from an exact Pareto survivor function by an

approximately constant function only. It therefore belongs to the so-called Hall (1982)

class of distribution function. In my data, I only observe the empirical distribution func-

tion of entering firms. Welsh (1986) shows how to estimate the tail coefficient r−1
t from

the empirical distribution function using a simple slope estimator. My model therefore

allows me to recover the right tail coefficient from the reported data on entrants’ size

22The fit for 2010 drops to an R2 of only 0.8. This may be because of delays in capturing or classifying
establishment-level data at the end of the sample.

23The literature considers the firm size distribution across all ages. Luttmer (2007, Figure 1) for
2000 and Rossi-Hansberg and Wright (2007, Figure 1) for 2002 coincide in the good fit of a power law
distribution for firms up to about 10,000 employees. However, Rossi-Hansberg and Wright (2007) plot
the distribution above the range of 100,000 employees where the pattern deviates from a power law
similar to the pattern in the right panel of Figure 6. Note that Rossi-Hansberg and Wright (2007) argue
that establishments are better described by a log-normal distribution when averaged across all ages, while
Oberfield (2011) finds a heavy tail for manufacturing establishments. I find that for young establishments
a power law holds well over the relevant range of the distribution.
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distribution. Lemma 1(b) then implies that downside risk can be backed out from the

estimate r−1
t and the observed exit rate. Proposition 2 formalizes this statement.

Proposition 2. Assume that r−1
t > ν−1. The model in Section 3 then implies that the

following estimator for upside risk is consistent and asymptotically normally distributed.

Fix u > 1. If z ∝ m−1n
1

2ν−ω , then as n→ ∞:

nβ
(
ln(F̄n(uz))− ln(F̄n(z))

− ln(u)
− rt

)

d→ m− rt
2

ln(u)
N
(

0,
1− u−rt

κ1,t

)

+
κ2,t
κ1,t

mν−rt

ln(u)
(uν−rt − 1),

(4.3)

where κi,t = κiN̄
−1
t , i = 1, 2 and β = ν−rt

2ν−rt ∈ (0, 0.5).

Given exit rates and estimated upside risk, downside risk can be backed out from the

exit rate according to equation (3.24): EXt = χ(rt, `t).

Proof: Appendix A.3.

Being asymptotic in its nature, the Proposition is silent about the small sample prop-

erties of the estimator. I therefore follow the literature, e.g. Kelly (2012), in considering

the slope in the upper 5% or 1% of the sample. This means measuring the slope between

the empirical frequency of businesses with 20+ employees relative to those with 50+ em-

ployees. This cutoff always lies between 2.9% and 4.6% of the sample of new businesses.

I also consider the slope measured between businesses with 50+ and 100+ employees.

These ranges seem relevant for the most successful entrepreneurs: The benchmark start-

up in the “Doing Business” report (World Bank, 2013) has 10 to 50 employees (p. 109).

I also consider a GLS-type estimator for upside risk that uses the entire upper tail for

robustness. This estimator weighs the data points with the inverse of their asymptotic

variance, corresponding to the number of businesses in a given bin.

I choose a simple estimator such as the one proposed by Welsh (1986) over full

maximum likelihood estimation of my model, because the identification of upper risk in

my model transcends the particular functional forms I have used. Tail risk is first order

for entrepreneurs in my model, while small deviations from a Pareto-distributed upper

tail risk can be expected to have only second order effects. Focusing on the tail behavior

then allows consistent estimation for all distribution function in the Hall (1982) class

obeying equation (4.2).24

Figure 7 plots the estimated time series for upside risk, using both establishment and

firm-level data. It considers two cutoffs: 20 and 50 employees. When considering a cutoff

of 20+ employees, most raw measures of upside risk exhibit a trend over the sample. This

may reflect shifts either in the composition of new businesses from manufacturing toward

24This is similar to the argument in Hill (1975) who justifies conditioning on the tail by appealing to
a diffuse prior over the specific unconditional distribution.
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the service sector over time or the time-varying number of new businesses in the sample.

Either can introduce a trend due to specification error. I therefore detrend the estimates

of upside risk when necessary, but I focus on risk measures at a higher cutoff without

detrending to ensure that my results are not driven by the trend removal.
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Figure 7: Upside risk and employment at businesses age 0, 1977–2011
Estimates of upside risk ln r̂−1

t exhibit significant time variation, with highs in 1977, the mid 1980s, and

the late 1990s. Raw correlations of employment with risk measures are 0.44 (50+) and 0.48 (20+) for

establishment-level data and 0.49 for firm-level data for either cutoff. Upside risk is measured at two

different cutoffs, 20 or 50 employees. Upside risk at 20+ employees is in deviations from linear trend.

Shaded areas indicate NBER recession dates.

4.2 Structural estimation

To solve for the full model dynamics with capital, I log-linearize before I estimate the

model. My historical decomposition shows that risk can account for 40-54% of the

observed variation in employment of young businesses. Both risk components help to

explain employment at young businesses. 25

4.2.1 Data used in estimation

In the estimation, I use data on employment at businesses aged up to one year.26 This

is because I observe only exit between age zero and one. To match the aggregated

cohort data for employment, I focus here on the upside risk estimated at the initial

25I use Dynare (Adjemian et al., 2011) for the computations. The posterior is simulated starting at the
posterior mode, uses three Metropolis-Hastings chains of length 30,000 plus a burn-in phase of 7,500 draws
and a scale parameter of 0.55, yielding an acceptance rate around 0.3 and ensuring convergence of the
Markov-Chain according to the Brooks and Gelman (1998) second moment and interval-based criterion.
I initialize the Kalman filter at the stationary variance-covariance matrix. To find the posterior mode, I
a standard Newton-type optimizer. The convergence proved robust to different starting values.

26All employment and entry data are detrended by dividing by the working age population.
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age 0 averaged over the current and past year.27 Section 4.2.6 considers cases without

averaging as robustness checks, when upside risk is estimated either for businesses aged

one or both employment and current risk are measured at age zero.

I use estimates of upside risk, the exit rate and employment of businesses up to age

one, as well as employment growth of older businesses for the estimation. Four shock

processes correspond to these measurement equations: upside and downside risk shocks,

as well as shocks to the mean productivity of new businesses and the real wage shock.

Because Proposition 2 implies that the upside tail coefficient is estimated with error,

I allow for iid measurement error in the observation equation for upside risk approx-

imately equal to
√
2 times the minimum estimation error over the sample to account

for specification error and averaging. This effectively filters out some high frequency

movements as measurement error, while attributing persistent changes in estimated risk

to actual risk changes. For the estimates, however, this filtering effect is small, because

the estimated variance of the measurement error is roughly one quarter of the variance

of the systematic component. Appendix C.6 plots the raw data.

Note that employment at young firms exhibits a downward trend relative to the work-

ing age population, while measured upside risk exhibits an upward trend (Figure C.9).

In the baseline firm-level estimates, I remove the trend from upside risk and leave em-

ployment unchanged. The results using both firm-level and establishment-level data

are virtually unchanged when trends are removed from all variables prior to estimation

(Figure C.13 in the appendix).

4.2.2 Calibration and estimation

I estimate the shock processes and the risk aversion that governs the response to risk

shocks. The remaining parameters are calibrated. Priors for all parameters are indepen-

dent and standard.28 Priors for the standard deviations of shocks follow inverse gamma

distributions with diffuse priors. Autoregressive coefficients are restricted to lie in (0, 1)

and follow a priori a beta distribution. Downside risk is inverse gamma distributed.

Similarly, risk aversion is inverse gamma distributed, up to a location shift to (1,∞).

Means in observation equations follow a diffuse prior and account for unmodeled life-cycle

differences in exit rates for businesses.

27In line with Haltiwanger et al. (2010), I use the average number of new businesses as the denominator

for the exit rate: EXt =
exiting businssest,t+1

0.5(operating businessest+operating businessest+1
. Entry is then defined as the denomi-

nator of the exit rate over the working age population. Upside risk is ln(rt−1) = 1
2
(ln(r̂t−1−1)+ln(r̂t−1)).

28Formally, the priors are not truly independent. As in the literature, the structural restrictions of
the model are implicitly part of the priors. This includes Assumption 3 on risk aversion. When sampling
from the posterior and estimating in practice, the restrictions are satisfied along each sample path.
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Table 2 lists the calibrated parameters. While several parameters are standard,29

the parameters characterizing the entrepreneurial sector warrant some discussion. The

death probability θ is 10% per year, so new businesses contribute 10% of employment

in the stationary equilibrium. The share ε of potential entrepreneurs is normalized to

50% of the population. The share of entrants in the overall population is set to 0.3%,

and the entry parameter λ is adjusted accordingly. The self-employed represent 10% of

the population in the stationary equilibrium. In the data, the share of the self-employed

varies between 7% and 10% over the sample period.30 The scale of production µ̄ is set

to scale employment accordingly. With the mean tail coefficient r̄ = 1.5 taken from the

data, the entry elasticity is set to ν = 2 to ensure that the conditions for measurement in

Proposition 2 are satisfied.31 The exit cost η = 0.35 corresponds to the foregone college

wage premium, which is roughly 50% (Fortin, 2006). Based on the 2010 US median wage

of $40,000, the implied discounted cost of a new business amounts to about $100,000.32

Table 3 lists the posterior mean and standard deviation for the estimated parameters

for two different datasets. The posterior persistence of most shock processes is slightly

higher than the prior persistence, with the persistence of risk shocks implying a half-life

of shocks of about 1.5 years. For firm-level data, the estimated measurement error is only

about half that of the structural innovation, while it is two-thirds that for establishment-

level data. Risk aversion at the posterior mean ρ is 2.4 or 3.0, depending on the dataset,

within the range of values considered in models of entrepreneurship. For example, Heaton

and Lucas (2004) consider values of risk aversion between 0.5 and 5, while Hall and

Woodward (2010) consider a value of ρ = 2 as their benchmark. Average estimated

downside risk ¯̀ is slightly lower than the calibrated average upside risk r̄−1, implying a

slight right skew of the log-productivity risk distribution.

To assess the validity of my model, I compare the size-distribution of entrants in

the stationary equilibrium to the average size distribution of new businesses in the data.

29The discount factor for financial assets, β̃ is set to 0.95%, so that the risk-free interest rate on
financial assets is about 5% annually. The intertemporal elasticity of substitution is set to unity. The
labor share in income is (1− α)(1− φ) = 0.65, the profit share is 1− φ = 0.15, the depreciation rate is
δ = 0.08, and the adjustment cost on capital is Ψ̄ = 0.7−1, matching the estimated elasticity of investment
with respect to Tobin’s Q in Christiano et al. (2005). The real rigidity is taken from Blanchard and Gaĺı
(2007), adapted to annual frequency: κ = 0.94 ≈ 0.65.

30I use the annual average for all industries relative to total nonfarm employment. The inclusion of
the farm self-employed seems appropriate as the farm sector does represent an outside option for workers.

31Note that the implied average tail index for young firms here implies a thinner tail than estimates
for the size distribution averaged across all ages. This implies that the tail becomes fatter over time.
This is consistent with my model when the growth process is specified appropriately. For example, when
growth rates are log-normally distributed a Poisson death rate implies a fat tail of the size distribution
(Reed and Jorgensen, 2004), which could be closer to a unit tail index as in the literature on old firms.

32The benchmark start-up capital in the World Bank (2013) “Doing Business” report is 10 times the
average annual per capita income in a given country (p. 109), which equals the expected life-time income
here; η = 0.35 implies that roughly one-third of the start-up cost is sunk.
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Table 2: Calibrated parameters
Parameters Value Target

Exogenous exit θ 0.10 10% employment share
Potential entrepreneurs ε 0.50 Normalization
Share of entrepreneurs 0.003 BDS data
Share of self-employed 0.10 7.5 − 10% in data
Assets to human capital income 4.3 NIPA sample mean
Avg upside risk r̄ 1.5, 1.6 BDS data (establishments, firms)
Entry elasticity ν 2 Consistency with proposition 2
Cost of exit η 0.35 1− (college wage premium)−1

Adjustment cost Ψ̄ 0.7−1 Lucas-Prescott specification, Christiano et al. (2005)
Labor share (1− α)(1− φ) 0.65 Cooley and Prescott (1995)
Depreciation rate δ̄ 0.08 Cooley and Prescott (1995)
Profit share 1− φ 0.15 Gomme and Rupert (2004)
Labor supply elasticity 3 Prescott (2004)
Real rigidity κ 0.65 Blanchard and Gaĺı (2007)
IES ψ−1 1 Constant savings rate

Discount factor β̃ 0.95 5% risk free rate

Table 3: Priors and posteriors for establishment-level and firm-level data
Shock process Prior mean (sd) Posterior mean (sd)

Establishments Firms

Upside risk ln(rt − 1) AR(1) 0.5 (0.2) 0.72 (0.12) 0.62 (0.13)
sd 0.2 (2.0) 0.07 (0.01) 0.10 (0.01)

iid measurement error sd 0.05 (0.005) 0.05 (0.004) 0.05 (0.004)
Downside risk ln `t AR(1) 0.5 (0.2) 0.63 (0.13) 0.59 (0.13)

sd 0.2 (2.0) 0.08 (0.01) 0.07 (0.01)
New firms’ productivity µt AR(1) 0.5 (0.2) 0.69 (0.17) 0.85 (0.07)

sd 0.2 (2.0) 0.04 (0.01) 0.04 (0.01)
Wage shock lnωt AR(1) 0.5 (0.2) 0.60 (0.14) 0.65 (0.13)

sd 0.2 (2.0) 0.02 (0.003) 0.02 (0.003)

Average downside risk ¯̀ 1.0 (2.0) 2.36 (0.53) 2.35 (0.42)
Risk aversion ρ 2.0 (2.0) 2.63 (0.40) 3.62 (0.86)

Priors for AR(1) parameters are Beta; priors for all other parameters inverse gamma. Risk aversion is

transformed to ρ− 1.01 prior to estimation.

Figure 8 compares percentiles of the empirical distribution to model-implied percentiles,

normalized to coincide for the largest businesses.33 Although I estimate the parameters

of my model using only a simple slope estimator for businesses with 50+ versus 100+

employees and time-series data, my estimates (in circles) tracks the overall shape of the

33Absolute firm size in my model is not readily comparable to the data, hence the normalization for
businesses with 1,000 employees. I normalize to match the extreme to highlight potential differences in
the slope. Note that the data is discretized to the number of paid employees. I therefore round the
model-implied minimum scale, which fits the minimum size of one employee in the data mechanically.
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empirical distribution (in squares) well. This is not mechanical: comparing my model

with a differently calibrated slope parameter of r̄ = 1.3 implies percentiles that deviate

significantly from the empirical percentiles.

Establishment-level data Firm-level data
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Figure 8: Comparison of model-implied and empirical stationary distribution of entrants
The model implied employment size percentiles (in circles) track the empirical percentiles (in squares)

well. The model is chosen to fit largest percentile exactly and fits the minimum size mechanically when

constraining the model to integers, in analogy to the data. Fitting the center of the distribution is not

mechanical: Choosing a different tail coefficient of r̄ = 1.3 worsens the fit visibly.

4.2.3 Structural impulse-response functions

This section complements the analytical results obtained in section 3.6 by analyzing the

response of the estimated model to risk shocks. While the basic logic of the analyti-

cal version without capital and heterogeneous workers carries through, the endogenous

productivity dynamics lead to propagation and amplification of shocks. Risk aversion is

important for the dynamic response to risk shocks.34

A one standard deviation shock in upside risk leads to the creation of 580,000 new

jobs at new businesses on impact, about 0.2% of the working age population. It results

in a gradual build-up of jobs in the overall economy, peaking only at about 280,000 new

jobs after three years because of general equilibrium effects. This is shown in Figure

9, where the solid blue line shows employment at young businesses and the red crossed

line indicates overall employment. The hump-shaped response of overall employment

is typical for the response to persistent shocks in this economy. In the case of the one

standard deviation shock to upside risk, the productivity of cohorts jumps up by 5%

and declines only gradually over time. Initially, new cohorts are more productive than

34The results in this section are computed at the posterior mean. Appendix C.4 provides a complete
set of impulse-response functions.
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Figure 9: Impulse response of employment by young and all businesses to risk shocks
One standard deviation increases in upside (downside) risk cause increased (decreased) employment at

young businesses. Risk aversion mutes the effect of upside risk shocks and amplifies the effect of downside

risk. In general equilibrium, overall employment responds less as factor prices adjust. Baseline results

evaluated at the posterior mean and the stationary equilibrium. Low risk aversion uses ρ = 1 instead of

the posterior mean ρ. 0.1% of the working age population corresponded to 238,000 jobs in 2010.

the average exiting firm they replace. While this effect lasts, overall entrepreneurial

productivity rises initially by 0.5% and peaks at 1% after four years (Appendix C.4).

The response of overall employment to risk shocks is sensitive to the specification of

the labor market: If factor prices were fixed, overall employment would peak at roughly

1%, or 1.2 million jobs.35 With flexible factor prices, however, the increased factor

demand causes factor prices to increase. These increases reduce the peak impact from

1.2 million jobs to 280,000. The partial adjustment form of real wage rigidity considered

here matters only in the short run: After three years, wages have mostly adjusted,

but the impact response of overall employment to risk shocks would only be about

half as high without the real wage rigidity (see Appendix C.4). Wage rigidities have

no significant quantitative effect on employment by young businesses since productivity

changes dominate for these businesses.

Risk aversion controls the magnitude of the response to risk shocks: Risk aversion

amplifies the effects of downside risk shocks, but it mutes the response to upside risk

shocks. Figure 9 illustrates this for employment by young businesses by comparing the

solid to the dashed line. If entrepreneurs had a lower risk aversion of ρ = 1 rather than

the estimated ρ = 2.63, the employment response to the risk shocks would be 12% to

18% more expansionary. Risk aversion affects job creation through its effect on entry.

35The determinants of aggregate employment changes in response to productivity changes can be seen
from a first order approximation of the labor market. For example, when labor is the only input (α = 0)

the equilibrium employment effect is given by d lnNt

d lnZt
= ε(1−φ)

1−κ

(

ε(1−φ)
1−κ + 1

)−1

. Stronger DRS (lower φ),

higher labor supply elasticity ε, and higher wage rigidity κ all increase the impact effect.
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Risk aversion has no significant effects on the response of employment to nonrisk shocks

around the stationary equilibrium as shown in Appendix C.4.36

Because only old agents own capital and their productivity is predetermined, aggre-

gate shocks typically affect the wealth distribution across cohorts. Shocks that raise the

productivity of new entrepreneurs also raise the relative wealth of that cohort. The effect

of a shock to the real wage lowers the relative wealth of the young because they hold no

physical capital. Similarly, an increase in the depreciation of capital only hurts the old

and therefore raises the relative wealth of the young.

4.2.4 Historical decomposition

What role did productivity risk play in explaining employment dynamics at young busi-

nesses? In this section, I use the log-linearized model and the Kalman smoother to

decompose observed and model-implied time-series into their components. I find that

risk-shocks can explain 38% to 48% of employment movements at young businesses.

To understand the counterfactual experiments in this section, note that the historical

decomposition yields a log-linear decomposition of the time series in the model. The time

series are decomposed exactly into the four shocks and initial conditions. This allows for

simple counterfactual experiments: For example, I can compute the employment caused

by upside risk alone by zeroing out the other three shocks and initial conditions.

Figure 10 compares observed employment at businesses up to age one to risk-implied

employment, for both establishment-level and firm-level data. The historical employ-

ment growth is shown as the black solid line, while the counterfactual employment due

to only risk shocks is the brown dashed line. The correlation between risk-implied and

actual employment is high, 0.72 at the establishment and 0.76 at the firm-level. Given

that the standard deviation of employment is lower than the observed standard devia-

tion of employment, the fraction of the variance explained by risk is only 38% and 48%,

respectively. Risk-implied employment can account for most of the increase in employ-

ment in the late 1990s using either dataset. This boom was more pronounced in the

establishment-level data.37 Only about one-third of the decline in employment after the

2007 recession is explained by changing risk, leaving room for factors such as the collat-

eral channel emphasized by Schott (2013). Appendix C.5 discusses how debt my model

36Appendix C.4 also shows the effect of iid shocks to upside and downside risk accompanied by a
change in µt which makes them mean-preserving. Employment falls on impact in response to both
shocks because risk-aversion dominates the convexity coming from the exit option.

37This may be due to the definition of young businesses here, which excludes firms older than one year.
For example, if Amazon and eBay, which were founded in 1994 and 1995, respectively, were responsible
for the expansion, they would only show up in the firm-level data until one year after hiring their first
paid employee. However, if they had multiple establishments, they would continue to be reflected as
young businesses in the establishment-level data.
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could accommodate external debt. Since the decline of risk-implied employment in my

model predates the recession, this decline may reflect worse technological opportunities

(Gordon, 2012).
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Figure 10: Actual and risk-implied historical employment up to age one, 1979–2011
Employment is measured at businesses up to age 1. Upside risk is the estimate for businesses aged zero,

averaged over the current and past year. The cutoff for the risk estimate is 50 employees. Shown is the

actual employment and counterfactual employment when non-risk shocks would have been absent.

Both risk components contribute to employment and both positive correlations and

reasonable relative standard deviations account for the explanatory power. No compo-

nent is excessively volatile. This is shown in Table 4, which shows the fraction of the

historical variance explained by different shocks for different observables (first row for

each observable) and the correlation (second row). Columns (1) and (2) list the contri-

bution of upside and downside risk for different observables. Column (3) adds the two

contributions up, whereas column (4) adds all shocks together. By construction, this

adds up to 100% of the observed variance for observables used in the estimation. Shown

are the posterior median and, in parentheses, the 10th and 90th percentile. Both upside

and downside risk counterfactuals have significant and positive univariate correlation

with observed employment, with its posterior median ranging from 0.38 to 0.63. Since

the counterfactuals are less volatile than the data, they individually explain between

17% and 28% of the observed variation. Their joint explanatory power is approximately

the sum of their individual contributions: Risk explains between 38% of employment of

establishments and 48% for firms up to age one.

The table also contains additional information that can be used to assess the validity

of the model, by comparing the model implied average size and entry to the data, which

has not been used in the estimation. Here, the results for the full sample are mixed:

At the establishment-level, risk implied entry and average size have a correlation of 0.57
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Table 4: Historical decomposition of observed and model implied time series: 1979–2010
(1) Upside (2) Downside (1) & (2) All Shocks

Establishment-level
Employment, rel var 0.17 (0.15,0.19) 0.22 (0.15,0.29) 0.38 (0.31,0.47) 1.00 (1.00,1.00)
age 1 corr 0.38 (0.33,0.44) 0.57 (0.54,0.62) 0.72 (0.65,0.76) 1.00 (1.00,1.00)
Employment rel var 0.04 (0.03,0.05) -0.01 (-0.01,0.00) 0.03 (0.02,0.04) 1.00 (1.00,1.00)
growth, age 2+ corr 0.20 (0.15,0.26) -0.04 (-0.07,0.00) 0.14 (0.09,0.19) 1.00 (1.00,1.00)
Exit, age 1 rel var 0.04 (0.02,0.08) 0.96 (0.92,0.98) 1.00 (0.99,1.00) 1.00 (1.00,1.00)

corr 0.36 (0.32,0.39) 0.99 (0.97,1.00) 1.00 (1.00,1.00) 1.00 (1.00,1.00)
Entry rel var 0.03 (0.01,0.04) 0.26 (0.17,0.38) 0.29 (0.19,0.41) 0.81 (0.72,0.91)

corr 0.19 (0.07,0.34) 0.55 (0.54,0.56) 0.57 (0.54,0.60) 0.80 (0.76,0.83)
Average size rel var 0.34 (0.30,0.38) -0.02 (-0.04,0.00) 0.32 (0.28,0.36) 0.33 (0.23,0.45)

corr 0.58 (0.53,0.61) -0.19 (-0.38,0.05) 0.53 (0.45,0.59) 0.48 (0.33,0.59)
Firm-level

Employment, rel var 0.28 (0.26,0.29) 0.20 (0.14,0.26) 0.48 (0.41,0.55) 1.00 (1.00,1.00)
age 1 corr 0.54 (0.51,0.58) 0.63 (0.60,0.68) 0.76 (0.71,0.79) 1.00 (1.00,1.00)
Employment rel var 0.01 (0.00,0.01) -0.05 (-0.06,-0.03) -0.04 (-0.05,-0.03) 1.00 (1.00,1.00)
growth, age 2+ corr 0.02 (0.01,0.04) -0.28 (-0.29,-0.27) -0.12 (-0.14,-0.09) 1.00 (1.00,1.00)
Exit, age 1 rel var -0.01 (-0.02,-0.00) 1.01 (1.00,1.02) 1.00 (1.00,1.00) 1.00 (1.00,1.00)

corr -0.11 (-0.14,-0.08) 1.00 (0.98,1.00) 1.00 (1.00,1.00) 1.00 (1.00,1.00)
Entry rel var 0.06 (0.04,0.08) 0.25 (0.18,0.34) 0.31 (0.22,0.40) 0.90 (0.86,0.95)

corr 0.38 (0.35,0.41) 0.56 (0.55,0.58) 0.64 (0.62,0.65) 0.89 (0.88,0.91)
Average size rel var 0.25 (0.21,0.28) -0.02 (-0.02,-0.01) 0.23 (0.20,0.26) 0.33 (0.30,0.37)

corr 0.21 (0.20,0.23) -0.07 (-0.10,-0.05) 0.21 (0.19,0.22) 0.27 (0.25,0.28)

For both firm-level and establishment-level data, both risk components of employment of young businesses

have significant, positive correlations with observed employment, ranging 0.38 and 0.63 at the posterior

median. Together both risk components account for between 38% and 48% of the observed variation at

the posterior median. The table shows the historical variance decomposition. The first number in each

cell is the posterior median. In parentheses, the 10th and 90th percentile are shown. The first row for each

variable displays the fraction of the explained variance, while the second row lists the correlation of the

counterfactual time series with the observed time series. The counterfactual assumes that only a subset

of shocks were present. “All” shocks include also the aggregate real wage shock, the mean productivity

shock, and initial conditions. Note that entry and average size and do not correspond exactly to the

model implied definition, so their decomposition is not exact.

and 0.53 between the model and the data. The fraction of the variance explained by

risk is 29 and 32%. At the firm-level, risk explains entry well, but often misses changes

in average size. This low correlation may be due to a mismatch between the model and

the data. In the model, exit occurs prior to production, unlike in the data. The model

explains more than two thirds of observed entry. 38

Note that risk shocks for young businesses have sizable effects on employment growth

at older businesses, but they are largely uncorrelated with observed movements. This is

unsurprising, given that in the data the correlation between employment of young at and

older businesses is in the order of 0.2. The effect is sizable, since risk movements over the

38The variance decomposition varies little by sample period (see Tables C.3 and C.4 in the appendix).
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full sample had a relative standard deviation of about one-half of the observed standard

deviation. The correlation is negative and small, because the model mechanically implies

a negative contemporaneous correlation due to general equilibrium price effects. Positive

effects on older firms only manifest themselves over time as young firms age.

4.2.5 Relative risk or overall risk?

Does the distinction between upside and downside risk matter? To answer this question

in more detail, I investigate a counterfactual in which the upside and downside risks are

forced to move in unison. A counterfactual common overall risk factor can explain up

to 50% to 70% of employment movements at young businesses, but it misses important

movements in employment and exit rates.

To compute this counterfactual world with a constant risk composition, I use the

historical shock decomposition again. Specifically, I adjust historical shocks so that their

contribution to relative risk cancels, and only overall risk changes over time. The com-

parison between this counterfactual with the actual model estimates speaks to whether

multiple risk components are needed to explain the data.39

Table 5: Fraction of variance of employment and exit accounted for by overall risk
Employment age 1 Exit rate age 1

Counterfactual estab. firms estab. firms

Baseline 0.36 0.45 1.00 1.00
Overall only, adjust both -0.23 -0.09 0.79 0.55
Overall only, adjust downside -0.33 -0.23 0.79 0.68
Overall only, adjust upside 0.26 0.23 0.32 -0.08

“Overall only” denotes a counterfactual that forces the ratio
√
`t√
rt
, the relative risk, to be constant, while

allowing overall risk
√

r−1
t `−1

t to adjust. These counterfactual simulations that hold the relative risk

constant explain employment and exit rates worse than the baseline estimate which allows both upside

and downside risk to vary independently from each other. All results computed at the posterior mean.

Table 5 shows the implications of this experiment for employment and exit rates for

businesses up to age one. At the estimated posterior mean, risk accounts for 36% of

employment movements, and, by construction, virtually all the movements in the exit

rate except initial conditions. Tying upside and downside risks together to keep overall

risk constant decreases the fit significantly, across the specific counterfactuals.40 In the

39Defining overall risk as the (geometric) average of the tail coefficients 1/
√
`trt and relative risk as

√

`t/rt allows to choose shocks and initial conditions to keep relative risk constant at zero.
40Because infinitely many linear combinations of shocks leave relative risk unchanged, I choose three

particular combinations for their impact on overall risk. In each case shocks are rescaled to yield the
same standard deviation of overall risk shocks. The first combination adjusts both shocks to rt and
`t, so that they offset each other in terms of relative risk. The second linear combination only adjusts
downside risk `t, while the third only adjusts upside risk rt. Initial conditions are chosen analogously.
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first two scenarios, I adjust both risk components symmetrically or just upside risk. The

resulting counterfactual misses employment dynamics completely, but it still explains

most of the exit rates. The third scenario, which adjusts only downside risk, does better

for employment, but it misses the exit rate completely.

4.2.6 Robustness

Changing the estimator for upside risk leaves the main results qualitatively unchanged.

Figure C.13 in the Appendix compares the baseline specification to seven alternative

specifications: (1) all variables are detrended prior to estimation, (2) both upside risk

and employment are measured at age zero, (3) upside risk estimated at age one, (4)

age zero risk is estimated using a GLS-type estimator, (5) risk is estimated using 20

employees as a cutoff compared to a baseline of 50 employees. Specifications (6) and

(7) use job creation rather than employment. Appendix C.8 discusses the details. The

median fraction of variance explained by risk is roughly constant around 40% across all

specifications for establishment-level data. For firm-level data, the explained variance

ranges from 29% to 56%.

4.3 Reduced form analysis

To assess whether my results are driven by particular industries or particular structural

modeling assumptions, I estimate a statistical VAR model to assess the main model

mechanisms. To identify shocks, I stop short of imposing all restrictions of the structural

model – which would amount to estimating a VAR-approximation to the DSGE model

– but instead rely on timing assumptions for shock-identification. I extract risk shocks

from the VAR forecast errors by ordering upside risk first and the exit rate as a proxy for

downside risk second. This implies that contemporaneously, only an upside risk shock

affects upside risk and only the risk-shock and the exit shock affect the exit rate – a

watered down version of the model implication of exogeneity of these two objects.41 For

comparison, I present results for the aggregate VAR first. In the interest of brevity,

firm-level results are relegated to the Appendix.

Throughout, I estimate a VAR(2) with a flat Normal-Wishart prior, assuming dis-

turbances are normally distributed, on the following variables: Employment at young

businesses, exit rate of young businesses, entry (all in logs) as well as growth at old

The persistence of the shock processes is chosen as the average of the persistence of each component in
the first case. Otherwise, the persistence of the unchanged risk component is chosen.

41Re-estimating the VAR with upside risk treated as exogenous to the other variables, which is a
robust implication of my assumptions, does not change the IRFs significantly.
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businesses at the same level of aggregation. At the industry level, I also add employment

growth in the overall economy as a regressor. I also include a linear trend and constants.
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Figure 11: Upside risk, downside risk proxy, and employment at new establishments:
VAR-based aggregate IRF
Shown are the median, 68, and 90% posterior probabilities of the IRF based on a Bayesian VAR. Shocks

are identified using a Choleski-decomposition ordering upside risk and the exit rate first and second.

Figure 11 shows the responses of employment at young establishments to an upside

risk shock and an exit rate shock. The 68%-posterior probability set is positive on impact

for the upside risk shock and negative for the exit shock: Employment rises and falls

in response to risk shocks as in the structural model (cf. Figure 9). Table C.1 in the

Appendix shows that the qualitative results on impact are robust across different variable

definitions. It also shows that average size rises with upside risk shocks and falls with

exit shocks. There is some evidence that entry rises with upside risk shocks and robust

evidence for entry falling in response to exit shocks.

I now turn to VARs estimated at the sectoral level to gauge which sectors are be

driving my results. Table 6 summarizes the posterior median and 68% credible set of

the impact response of employment of young establishments, entry, and average size.

Table C.2 in the Appendix also provides the results at the firm-level. Employment and

average size rises significantly in response to an upside risk shock in sectors 40 (utilities

and telecommunication), 50 (wholesale), 60 (finance, insurance, real estate), and 70

(other services, including software). These sectors contribute, on average, about 55% of

employment of young establishments.42 The median response of entry to upside risk,

however, is positive only in sectors 60 and 70, and insignificant. Exit rate shocks lowers

42At the firm-level, the results are also significantly positive in sector 70, as well as 20 (manufacturing)
and 10 (mining), with most other results insignificant.
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Table 6: Impact response to upside risk and exit rate shocks at new establishments:
VAR-based sectoral results

SIC code 7 10 15-19 20-39 40-49 50-51 52-59 60-69 70-89

Employment 2.5 -1.3 -2.7 0.2 2.6 1.1 -0.4 4.1 2.4
to upside (1.0,4.0) (-4.6,2.0) (-4.4,-1.0) (-1.3,1.7) (0.6,4.7) (0.1,2.2) (-1.3,0.5) (2.6,5.8) (1.1,3.7)
Entry -2.2 -2.1 -1.2 -1.1 -0.7 -1.4 -1.1 0.4 0.5
to upside (-2.9,-1.6) (-3.3,-0.9) (-2.1,-0.4) (-1.7,-0.4) (-1.6,0.2) (-2.3,-0.5) (-1.7,-0.6) (-0.7,1.5) (-0.3,1.3)
Avg size 4.7 0.8 -1.4 1.2 3.3 2.5 0.8 3.8 1.9
to upside (3.4,6.2) (-1.9,3.5) (-2.6,-0.3) (-0.0,2.5) (1.4,5.4) (1.6,3.4) (0.0,1.5) (1.7,5.9) (0.7,3.1)

Employment -3.2 -13.3 -6.1 -0.7 -1.7 -2.6 -1.0 -0.7 -0.9
to exit (-4.6,-1.9) (-16.1,-10.9) (-7.6,-4.8) (-2.2,0.7) (-3.6,0.3) (-3.6,-1.7) (-1.9,-0.2) (-2.1,0.8) (-2.1,0.3)
Entry -0.7 -3.8 -1.0 -1.0 -0.7 -0.7 -0.2 1.5 -2.0
to exit (-1.3,-0.2) (-4.9,-2.9) (-1.8,-0.2) (-1.6,-0.4) (-1.5,0.2) (-1.6,0.1) (-0.7,0.3) (0.5,2.5) (-2.8,-1.4)
Avg size -2.5 -9.4 -5.1 0.3 -1.0 -1.9 -0.8 -2.1 1.2
to exit (-3.7,-1.4) (-11.9,-7.3) (-6.1,-4.3) (-0.9,1.5) (-2.9,0.9) (-2.6,-1.2) (-1.5,-0.1) (-4.1,-0.2) (0.1,2.3)

Emp. share 0.9 0.7 5.5 9.6 5.8 5.8 27.7 8.1 36.0
Shown are the posterior median and the 68% credible set in parentheses for a Bayesian VAR estimated

sector by sector. Shocks are identified using a Choleski-decomposition ordering upside risk and the exit

rate first and second. New business employment, exit, and risk are defined for businesses up to age one,

as in the baseline aggregate specification. SIC classifications underlying the sectors: 7 (agriculture), 10

(mining), 15-19 (construction), 20-39 (manufacturing), 40-49 (transport and utilities), 50-51 (wholesale),

52-59 (retail), 60-69 (finance, insurance, real estate), 70-89 (business and other services).

entry significantly in most sectors, while the credible sets for employment and average

size often include zero.43

Since the sectoral results for upside risk are strongest in sector 70, which includes

software, and, at the establishment-level, for sector 40 at the establishment-level, which

includes telecommunications, these results may suggest that the upside risk shock picked

up newly available, but risky IT technology in the 1990s.

5 Conclusion

Employment at new businesses is important in the US economy. This paper provides a

tractable framework for analyzing entrepreneurial entry and hiring in a dynamic general

equilibrium framework. It provides conditions under which ex ante entrepreneurial risk

can be identified from publicly available information on the size distribution and exit

rates of new businesses.

Applied to US data from 1979 to 2011, the structural model implies that about 40%

of time variation in employment at young businesses is explained by changes in the two

components of entrepreneurial risk. This effect is sizable, but not unreasonably large:

The remainder is explained by well-documented first moment shocks to productivity and

real wages.

43The results for the exit rate at the firm-level are stronger and significant for almost all sectors.
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There are two types of risk in my model: upside and downside risk. The novel

approach here is to measure risk using data on the size distribution and exit rates for

new businesses. The idea of the size distribution of the largest firms reflecting upside

risk is more general than the specific model in this paper. Besides technical assumptions,

it requires that among the most successful businesses, differences in size are mostly due

to lucky draws from a risky productivity distribution. When this assumption is met, my

approach to measurement allows me to recover ex ante risk from observed data.

Beyond its implications for job creation, my model can address other questions such

as college and occupational choice by young agents when the payoff is risky. In addition,

my model links movements in the average size of entrants to the risk premium investors

demand. An open question is to what extent the estimated extent of crowding out

through general equilibrium effects persists when the labor market is modeled in more

detail. Exploring these implications is left for future research.
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Appendix to “Entrepreneurial Tail Risk: Implications for
Employment Dynamics”

A Proofs

A.1 Proof of Proposition 1: General solution properties

• (a) Sorting equilibrium

Part (a) of Proposition 1 asserts that the occupational choice problem has a sorting
solution. This property stems from the fact that agents care only about wealth and are
heterogeneous. Consider two entrepreneurs or self-employed with types O and O′, O >
O′. Since profits for entrepreneurs and for self-employed are proportional to productivity,
type O earns strictly higher profits in every state than type O′. Given that the solution
is interior and there is a continuum of agents, if agent O′ enters, so must agent O. In
equilibrium, the marginal agent is indifferent, but all agents of higher type strictly prefer
entry.

Similarly, two entrepreneurs who have entered and ended up with productivity Z0, Z
′
0

face a continuation payoff in each state that is strictly increasing in Z0, Z
′
0. If the en-

trepreneur with Z ′
0 exits, so should Z0 < Z ′

0 because continuation payoffs are smaller,
state by state. Since agents entered to become entrepreneurs, there is some level of Z,
say Z, above which agents continue.

• (b) Aggregate production function:

Given that firms choose conditional on each state under full information, they solve
a series of static profit maximization problems (3.17). For simplicity, I omit time and
firm subscripts here.

Cost minimization implies that the capital-labor ratio is given by κ:

κ ≡ K

N
=
w

r

α

1− α
.

The firm therefore effectively solves maxN Z
1−φNφκαφ− 1

1−αNw, implying the following
optimal labor demand:

N = Z
(

φ
1− α

w

) 1
1−φ

κ
αφ
1−φ = Z φ

1
1−φ
(1− α

w

) 1−αφ
1−φ

(α

r

) αφ
1−φ

︸ ︷︷ ︸

≡N̄(w,r)

.

Similarly:

K = Z φ
1

1−φ
(1− α

w

) (1−α)φ
1−φ

(α

r

) 1−(1−α)φ
1−φ

︸ ︷︷ ︸

≡K̄(w,r)

.
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Production is given by:

Y = Z φ
φ

1−φ
(1− α

w

) φ
1−φ (1−α)(α

r

) φ
1−φα

︸ ︷︷ ︸

≡Ȳ (w,r)

.

Profits are given by:
Π = (1− φ)Y.

Conditional on survival, each firm’s productivity grows at rate gi,t. Since the death
rate θ is iid, by a Law of Large Numbers, the total productivity of the entrepreneurial
sector evolves as:

Ze,t ≡
∫

Mt

Ze,i,tdi = (1− θ)

∫

Mt−1

gi,tZe,i,t−1di+

∫

M0,t

Ze,i,tdi

= (1− θ)E[gi,t]

∫

Mt−1

Ze,i,t−1di+ Ze,0,t = (1− θ)E[gi,t]Ze,t−1 + Ze,0,t,

where Ze,0,t is the total productivity of entrants. Given linearity of policy functions in
Ziat, the firm-side of the model is equivalent to that of an aggregate entrepreneurial
sector whose productivity follows the law of motion for Ze,t.

• (c) Representative consumer:

Given that markets are complete and there is no arbitrage, individual risk is priced
according to its physical probability, and aggregate risk is priced according to some
stochastic discount factor St,t+τ . The budget constraint conditional on survival can then
be re-written as:

∞∑

t=0

∫

ζt

Qt(ζ
t)

Q0(1− θ)t

(

Bi,a−1,t−1(ζ
t) +Ai,a−1,t−1(ζ

t)(P st (t) + dst (ζ
t))

− (1− θ)
(
P st (ζ

t)Aiat(ζ
t) +Biat(ζ

t)
))

dζt

≥
∞∑

t=0

∫

ζt

Qt(ζ
t)

Q0

(

Ciat(ζ
t)− πiat(ζ

t)
)

dζt

⇔Xi,0,t ≡ Et

∞∑

t=0

S0,t

(Bi,a−1,t−1 +Ai,a−1,t−1(P
s
t (t) + dst )− (1− θ)(P st Aiat +Biat)

(1− θ)t
+ πiat

)

≥ Et

∞∑

t=0

S0,tCiat

where Xi,0,t denotes total time 0 wealth of agent i and Bi,−1,t(·) = Ai,−1,t = 0.
Given nonsatiation, the above budget constraint is binding in equilibrium. Let

(
C∗
i,a,t+a(ζ

t+a), B∗
i,a,t+a(ζ

t+a
)
be the optimal policy of agent i born at time t with wealth

Xi,0,t given history ζt+a. Note that an agent with wealth X̃i′,0,t = λXi,0,t can consume
C̃i′,a,t+a(ζ

t+a
i ) = λC∗

i,a,t+a(ζ
t
i ) and similarly buy the proportionally scaled amount of se-

curities and stocks state by state: This is budget-feasible. Given that preferences are
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homogeneous of degree one in consumption Ci,a,t+a, applying Euler’s theorem shows that
given maximization lifetime value must satisfy Vi,0,t = v̄tXi,0,t in equilibrium. More gen-
erally, repeating the above argument shows that in an interior equilibrium consumption
and wealth scales state by state with initial wealth and so do continuation values. The
following lemma summarizes these results:

Lemma 2. In equilibrium, lifetime utility of agents born in the same cohort is propor-
tional to their risk-adjusted lifetime wealth Xi:

Viat = R[Xiat|F−
t ]v̄t, (A.1)

where Xi0t = Et
∑∞

s=0 St,t+sπi,s,t+s is the present discounted value of lifetime nonfinancial
income and unit wealth utility v̄t > 0.

Conditional on initial wealth Xiat, agents consume the same in every state of the
world. Wealth of any two agents i, j at time t is proportional to initial relative wealth at
time 0:

λi,j ≡
Xi,0

Xj,0
, Vi,t = λVj,t,

Ci,t = λCj,t, Ai,t = λAj,t, Bi,t = λBj,t,Xi,t = λXj,t.

Consequently, there is a representative consumer in equilibrium, and the stochastic dis-
count factor is given by:

St+1 = β

(
Vt+1

R(Vt+1|Gt)

)ψ−ρ(Co,t+1

Co,t

)−ψ
, (A.2)

where Co,t denotes consumption of old agents (i.e. excluding the newborn).

A.2 Proof of Lemma 1

Part 1

The first part of Lemma 1, the characterization of the entry cutoff, follows from the
characterization of lifetime utility in Lemma 2. Entrepreneurs enter as long as O satisfies:

v̄tPDVt(W
f
t ) ≤ R[max{(1 − η)PDVt(W

f
t )v̄t, Oe

µtUi0tPDVt(GeΠ̄)v̄t}|F−
i0t].

Note that R is homogeneous of degree one. Now, because there is no aggregate un-
certainty at birth, v̄t is F−

i0t measurable and cancels in the equation, yielding for the
marginal entrepreneur

1 = R[max{(1− η), Ōe,te
µtπtUi0t}|F−

i0t],

using the definition πt ≡ PDVt(GeΠ̄
PDVt(W f )

. Making the integral in R explicit, this equation

becomes:

1 =
(∫ ∞

0
max{(1− η), Ōe,te

µtπtUi0t}1−ρdFU (Ui0t|`t, rt)
) 1

1−ρ
.
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Thus, the risk-adjusted expectation is a function only of πte
µt and risk `t, rt. Now guess

and verify that Ōe,t =
g(`t,rt)
πteµt

from equation (3.20) indeed solves the equation:

1 =
(∫ ∞

0
max{(1− η), g(`t, rt)Ui0t}1−ρdFU (Ui0t|`t, rt)

) 1
1−ρ

.

This equation implicitly defines g(`t, rt).

Part 2

The second part of Lemma 1 uses the fact that the skill O is conditionally Pareto dis-
tributed if Ōe,t > 1. The unconditional distribution is given by

FO(Õ) =

{
ν

λ+ν Õ
λ Õ ≤ 1,

1− λ
λ+ν Õ

−ν Õ > 1.

The associated conditional pdf is therefore given by

fO|O≥Ō(Õ) =
fO(Õ)

1− FO(Ō)
= ν

λ
λ+ν Õ

−ν−1

λ
λ+ν Ō

−ν = ν

(

Õ

Ō

)−ν

Õ−1, (A.3)

with the conditional cdf given by FO|O≥Ō(Õ) = 1− (Õ/Ō)−ν .
Since entrepreneurs exit if OUeµπ < (1 − η), the exit rate conditional on skill O is

given by FU,t

(
1−η
eµπO

)

. The overall exit rate is given by:

EXt =

∫ ∞

Ōe,t

FU,t

( 1− η

eµtπtÕ

)

dFO(Õ|O ≥ Ōe,t)

=

∫ ∞

Ōe,t

FU,t

( 1− η

eµtπtÕ

)( Õ

Ōe,t

)−ν
d ln(Õ)

=

∫ ∞

Ōe,t

FU,t

( 1− η

ht(O)

)( ht(O)

ht(Ōe,t)

)−ν
d ln(ht(O))

=

∫ ∞

ht(Ōe,t)
FU,t

(1− η

x

)( x

ht(Ōe,t)

)−ν
d ln(x) changing variables from O to x = ht(O)

=

∫ ∞

g(`t,rt)
FU,t

(1− η

x

)( x

g(`t, rt)

)−ν
d ln(x) ≡ χ(`t, rt),

where ht(x) = xeµtπt is strictly increasing and the last equality uses that ht(Ōe,t) =
g(`t, rt) from the first part of the Lemma. The remaining integral is a function of `t, rt
only, because FU,t is a function of (`t, rt) only:

FU,t(x) =

{
rt

`t+rt
x`t x ≤ 1,

1− `t
`t+rt

x−rt x > 1.
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A.3 Proof of Proposition 2: Connecting model and data

Part (b) of the Proposition follows from Lemma 1, equation (3.21), conditional on upside
risk. It therefore remains to show that upside risk can be estimated.

Part (a) of the Proposition uses the following Theorem from Welsh (1986):

Lemma 3. (Welsh, 1986, Theorem 2.1) Assume 1− FZ(z) = F̄Z(z) satisfies

F̄Z(z) = κ1z
−ω(1 + κ2z

−(ν−ω) + o(z−(ν−ω))),

where κ1 > 0, κ2 6= 0, ω > 0, ν > ω. Assume {Zi}ni=1
iid∼ FZ , with empirical distribution

function Fn(z). Let ∞ > u > 1,∞ > m > 0. If z ∝ m−1n
1

2ν−ω then as n→ ∞:

n
ν−ω
2ν−ω

(
ln(F̄n(uz)) − ln(F̄n(z)

− ln(u)
− ω

)

d→
(

m−ω
2

ln(u)
N
(
0,

1

κ1
(1− u−ω)

)
+
κ2
κ1

mν−ω

ln(u)
(uν−ω − 1)

)

.

To apply the theorem, I have to show that the density of productivity in my model
gives rise to a Hall (1982) class distribution function that satisfies F̄Z(z) = z−r(κ1 +
κ2z

−(ν−r) + o(z−(ν−r))), κ1 > 0.
Note that computing the density of the convolution of lnU and lnO gives the following

untruncated density:

flnZ,t(z) =
rt`t
rt + `t

ν

ν − rt







e
`t
(
z−ln

g(rt,`t)
πt

)

ν−rt
ν+`t

ez ≤ g(rt,`t)
πt

,

e
−rt(z−ln

g(rt,`t)
πt

) (

1− `t+rt
ν+`t

e
−(ν−rt)(z−ln

g(rt,`t)
πt

))

ez > g(rt,`t)
πt

.

Direct integration of the density yields under Assumption 3:

F̄Z(z) =







1− ν
`t+ν

rt
rt+`t

(
z

Ōe,t

)`t

1− ν
`t+ν

rt
rt+`t

Ūt(Ōe,t)`t
z ≤ Ōe,t

(
z

Ōe,t

)−rt
`t

`t+rt
ν
ν−r

1−
(

z
Ōe,t

)−(ν−rt) rt
ν
`t+rt
`t+ν

1−Ūt(Ōe,t)`t ν
ν+`t

rt
rt+`t

z > Ōe,t

Thus, for Z > g(rt,`t)
πt

and ν > r, F̄Z(Z) belongs to the Hall class with o(Z−(ν−r)) = 0.

A.4 Proof of dynamic impact and comparative static effects in Table 1

A.4.1 Lemmas used in proof

I use the following two Lemmas to prove the results in Table 1.

Lemma 4. Risk aversion lowers risk-adjusted expected value: For a nondegenerate ran-
dom variable X > 0: Rρ[X] < E[X] iff ρ > 0. More generally, if ρ > ρ̃, then
Rρ[X] < Rρ̃[X].
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Let g(x) = x1−ρ. If ρ = 1, g(x) = lnx. Note that R[x] ≡ g−1(E[g(x)]). If ρ > 1,
g′(x) < 0, g′′(x) > 0 and vice versa if ρ ≤ 1.

g(E[x]) < E[g(x)] ⇔ E[x] ≥ g−1(E[g(x)]) ≡ R[x],

where the first inequality is due to Jensen’s inequality and the second inequality follows
from the fact that g is decreasing and therefore its inverse g−1 is decreasing. Analogously
for ρ ≤ 1:

g(E[x]) ≥ E[g(x)] ⇔ E[x] ≤ g−1(E[g(x)]) ≡ R[x].

Assume ρ < ρ̃. Consider g̃(x) = x1−ρ̃ = g(x)
1−ρ̃
1−ρ . Define h(x) = x

1−ρ̃
1−ρ and note that if

ρ < ρ̃ < 1 or ρ̃ > ρ > 1, then h′(x) = 1−ρ̃
1−ρx

ρ−ρ̃
1−ρ > 0, h′′(x) = (1− ρ̃) ρ−ρ̃

(1−ρ)2x
ρ−ρ̃
1−ρ−1 < 0. If

ρ̃ > 1 > ρ h′(x) < 0, h′′(x) > 0. Applying the same reasoning as above with g(x) taking
the role of x shows that:

ρ̃ > ρ ⇒ Rρ[x] ≥ Rρ̃[x].

If x is not degenerate, the inequalities hold strictly.

Lemma 5. First order stochastic dominance (FOSD): The distribution FU,t strictly
dominates FU,s in the first order stochastic dominance sense if `−1

t < `−1
s , µt > µs or

r−1
t > r−1

s . Also, if `trt = `srs while `t/rt > `s/rs, there is FOSD. That is, under these
conditions

FU,t(u) < FU,s(u), ∀u.

Proof: First, note that a since the logarithm is a strictly monotone transform, FOSD
can be equivalently analyzed in levels or logs. Here it is convenient to work with loga-
rithms. Second, since shifts in µ shift the location of the distribution in logs, FOSD is
immediate. Write lnUt − µt = L(`t, rt). Since the distribution function of the Laplace
component is strictly increasing, it is immediate that FL(`t,rt)(u− µt) < FL(`t,rt)(u− µs)
iff µt < µs.

For simplicity. now consider µt = 0. Note that:

FL(`,r)(x) =

{
r
r+`e

`x x < 0,

1− `
r+`e

−rx x ≥ 0.

Assume ˜̀< `, x < 0. Then:

FL(`,`)(x) =
r

r + `
exp(`x) <

r

r + ˜̀
exp(`ωx) <

r

r + ˜̀
exp(˜̀ωx) = FL(˜̀,r)(x)

Assume ˜̀< `, x ≥ 0. Then:

FL(`,`)(x) = 1− r

r + `
e−rx < 1− r

r + ˜̀
e−rx = FL(˜̀,r)(x)

VI



Assume r̃ > r, x < 0. Then:

FL(`,r)(x) =
r

r + `
exp(`x) <

r̃

r̃ + `
exp(`x) = FL(`,r̃)(x)

Assume r̃ > r, x ≥ 0. Then:

FL(`,r)(x) = 1− `

r + `
e−rx < 1− `

r̃ + `
e−rx < 1− `

r̃ + `
e−r̃x = FL(`,r̃)(x)

To prove the last case, define overall risk ωt = `trt and relative upside risk as υ = `t
rt
. Now

consider the strictly monotone change of variables from U ∼ L(`t, rt) = ωtL(υt, υ−1
t ) to

U
ωt

∼ L(υt, υ−1
t ) for fixed ωt. Since then the shift in relative risk is both a higher ` and a

lower r, FOSD follows immediately from the above results.

A.4.2 Proof

• Dynamic impact effects

The proof of the effects of higher upside risk, lower downside risk, higher relative upside
risk, or a higher mean log productivity µ on entry and overall productivity are based on
first order stochastic dominance (FOSD, Lemma 5 on page VI) of the distribution FU,t.
Let FU ≺FOSD F̃U . Defining X(Ũ ) = max{(1− η)w̄, ŌtŨΠ̄}, the cutoff criterion can be
written as:

w̄ =
(∫ ∞

0
X(Ũ)1−ρdFU (Ũ)

) 1
1−ρ

=
((

(1− η)w̄
)1−ρ(

1− FU (Ū(Ō))
)
+

∫ ∞

Ū(Ō))
(1− FU (Ũ ))dX(Ũ )1−ρ

) 1
1−ρ

<
((

(1− η)w̄
)1−ρ(

1− F̃U (Ū(Ō))
)
+

∫ ∞

Ū(Ō))
(1− F̃U (Ũ ))dX(Ũ )1−ρ

) 1
1−ρ

,

where the second inequality follows from the fact that x1−ρ is a decreasing function for

ρ ≥ 1, (1− F̃U (Ũ)) > (1− F̃U (Ũ)), and the outer function g(y) = y
1

1−ρ is decreasing for
ρ ≥ 1, interpreting the limit of ρ = 1 as natural log and exponential. For ρ < 1, the
argument holds with the signs flipped.

Now note that the risk-adjusted expectation is strictly increasing in Ō, since U is
unbounded from above. Hence, the cutoff must be lower under F̃U than under FU .
Therefore, entry is higher.

Total productivity can be written as:

∫ ∞

Ō

∫

ÕŨ≥(1−η) w̄
Π̄

(1− FU (Ũ ))dŨdFO(Õ).

It increases because the integrand and the weight function are non-negative, the area
of integration increases when Ō falls and the weight assigned to higher values in the
distribution (1− FU (Ũ)) increases with FOSD.
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The effect of changing risk on average size is the result of opposing forces, the effect of
worse types entering, but the underlying distribution improving. In general, the effects
can go in either direction. Here I provide results for the limiting case of η = 1. By
continuity, the results carry through for a sufficiently high η. Numerically, the results
hold for values of η sufficiently below η = 1.

Generally, average size is given by:

N̄
Ōeµ

(1− `−1)(1− r−1)(1− ν−1)

(1 + `
r )(1 +

`
ν )− (1− 1

r )(1− 1
ν )Ū(Ō)1+`

(1 + `
r )(1 +

`
ν )− Ū(Ō)`

=
N̄ ω̄

Π̄

g(`, r)

(1− `−1)(1− r−1)(1− ν−1)

(1 + `
r )(1 +

`
ν )− (1− 1

r )(1− 1
ν )((1 − η)/g(`, r))1+`

(1 + `
r )(1 +

`
ν )− ((1− η)/g(`, r))`

(A.4)

with Ū(Ō) < 1 as the exit threshold. The second line uses (3.20) from Lemma 1.
From equation (A.4) it is immediate that the average size is independent of the

location parameter µt.
With infinite exit costs (η = 1), Ū(Ō) = 0 and the second factor drops out of equation

A.4. In that case, the average size is proportional to E[U ]
R[U ] , which equals

E[U ]

R[U ]
=

1

(1− 1/r)(1 + 1/`)

( 1

(1− (1− ρ)/r)(1 + (1− ρ)/`)

)− 1
1−ρ

.

Direct differentiation shows the limiting results given in table 1 for downside risk `,
upside risk r, and relative upside risk.

To analyze overall risk, define overall risk as ω and relative risk as υ. For the effect
of overall risk on entry, consider Ō ∝ 1

R[U ] . Differentiation shows that:

dŌ

dω
∝ 1− υ2 + 2ωυ(ρ− 1).

Thus if 1− υ2 + 2ωυ(ρ− 1) < 0, the entry threshold falls and entry rises.
The effect of overall risk on average size is positive if:

1 + υ2 − ωυ(υ2 − 1)(ρ− 2) + 2ω2υ2(ρ− 1) > 0.

It can be shown that dŌ
dω < 0 (i.e. entry rises) is sufficient to guarantee the above

condition.

• Comparative static effects

The comparative static effect of a higher outside option through higher wages on
entry is immediate: it increases the payoff to entrepreneurs only when she exits (i.e. in
only some states of the world) while decreasing profits in the remaining states of the
world. Hence it increases the relative value of the outside option and lowers entry.

Now consider the average size of entrants in equation (A.4). The first term is the
ratio of the labor share to the profit share and independent of wages. The second term is
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also independent of wages. Hence, average employment size is constant. It follows from
the constant average size and lower number of entrants that total employment falls. In
contrast, average productivity increases.

The comparative static effect of higher risk aversion follows because risk-adjusted
expectations of a nondegenerate random variable strictly decrease in risk aversion ρ
(Lemma 4 on page V). Thus entry falls with risk aversion. Total productivity falls as the
minimum efficient scale is unchanged, but fewer entrepreneurs enter. However, average
productivity and thus size increases under Assumption 3. To see this, differentiate (A.4)
with respect to Ō. The effect is proportional to:

(`+ r)(`+ ν)− Ū(Ō)`(rν(1 + `)− `Ū(Ō)(r − 1)(ν − 1))

= (`+ r)(`+ ν)− Ū(Ō)`rν(1 + `) + `Ū(Ō)1+`(r − 1)(ν − 1)

>(`+ r)(`+ ν)− Ū(Ō)`rν(1 + `)

>(`+ r)(`+ ν)− 1(rν(1 + `) = `+ r + ν − rν.

The first inequality uses that `Ū(Ō)1+` > 0, the second inequality uses that `Ū(Ō)` <
1. A sufficient condition for higher risk aversion to increase average size is therefore
` + r + ν − rν > 0. However, also η ↗ 1 or ρ → ∞ is sufficient as it implies that
Ū(Ō) → 0.

B Additional equilibrium conditions

This section completes the model equations, first by detailing additional derivations not
used in the previous proofs and then by summarizing all unknowns and equations.

B.1 Derivation of the number of entrants

Under the assumption that the entry cutoff Ō > 1, the number of entrants is given by:

Entryt = θε
νλ

ν + λ

∫ ∞

ln Ōe,t

exp(−ν lnO)d lnO

= −θε λ

ν + λ
(0− Ō−ν

e,t )

= θε
1

νλ−1 + 1
Ō−ν
e,t (B.1)

B.2 Derivation of the exit rate

The exit rate is the probability of a low productivity draw, conditional on having a skill
level Oi0t above the entry threshold Ōe,t. Different cases arise, depending on the location
of the exit cutoff:

• Highest exit cutoff below the mode for productivity risk: (1−η)
Ōe,teµtπt

< 1.
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In this case, the exit rate is given by:

EXt =

∫ ∞

Ōe,t

FU,t

(
(1− η)

Oi0tπteµt

)

dFO(Õ|O ≥ Ōe,t)

=

∫ ∞

Ōe,t

rt
`t + rt

(
(1− η)

πtÕ

)`

t

ν

(

Õ

Ōe,t

)−ν

Õ−1dÕ

=
ν

ν + `t

rt
`t + rt

(
(1− η)

πtŌe,t

)`t

.

Using that the product of the marginal entrepreneur’s skills Ōe,t times the profit ratio
depends only on risk from (3.20) yields (3.21):

EXt =
ν

ν + `t

rt
`t + rt

(
(1− η)

g(rt, `t)

)`t

≡ χ(`t, rt). (B.2)

• Highest exit cutoff above the mode for productivity risk: (1−η)
Ōe,teµtπt

> 1.

EXt =

∫ ∞

Ōt

FU,t

(
(1− η)

Oi0tπteµt

)

dFO(Õ|O ≥ Ōe,t)

=

∫ ∞

(1−η)
eµtπt

rt
`t + rt

(
(1− η)

πtÕeµt

)`t

ν

(

Õ

Ōe,t

)−ν

Õ−1dÕ

+

∫ (1−η)
eµtπt

Ōe,t

(

1− `t
`t + rt

(
(1− η)

πtÕeµt

)−rt)
ν

(

Õ

Ōe,t

)−ν

Õ−1dÕ

=
r

`+ r

ν

ν + `

(1− η

πeµ

)`
Ōν
(1− η

πeµ

)−(ν+`)

+ 1−
( 1− η

πŌeµ

)−ν
− ν

ν − r

`

`+ r
Ōν
(1− η

πeµ

)−r(
Ō−(ν−r) −

( 1− η

πOeµ

)−(ν−r))

=
r

`+ r

ν

ν + `

( 1− η

πŌeµ

)−ν

+ 1−
( 1− η

πŌeµ

)−ν
− ν

ν − r

`

`+ r

( 1− η

πŌeµ

)−r
+

ν

ν − r

`

`+ r

( 1− η

πŌeµ

)−ν

= 1 +
( 1− η

πŌeµ

)−ν `

ν − r

r

ν + `
− ν

ν − r

`

`+ r

( 1− η

πŌeµ

)−r

= 1− `

ν − r

( 1− η

πŌeµ

)−r( ν

`+ r
− r

ν + `

( 1− η

πŌeµ

)−(ν−r))
(B.3)

B.3 Derivation of the total productivity density

The density of log skills conditional on entry and Ō > 1 is given by:

flnO|O>Ō(o) =
flnO(o)

1− FlnO(ln Ō)
=

νλ
ν+λ exp(−ν lnO)

Entryt/ε
.
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=
νλ
ν+λ exp(−νo)

λ
ν+λŌ

−ν = ν exp(−ν(o− ln Ō)).

Actual log productivity is given by lnZ = µ+lnO+lnU . Without endogenous exit, the
density is given by:

flnZ(z) =

∫ ∞

ln Ō
flnO|O>Ō(o)flnU (z − µ− o)do

= 1z−µ>ln Ō

∫ z−µ

ln Ō
ν exp(−ν(o− ln Ō))

`r

`+ r
exp(−r(z − µ− o))do

+

∫ ∞

max{z−µ,ln Ō}
ν exp(−ν(o− ln Ō))

`r

`+ r
exp(`(z − µ− o))do

= 1z−µ>ln Ō

`r

`+ r
exp(−r(z − µ))νŌν

1

−(ν − r)

∫ z−µ

ln Ō
−(ν − r) exp(−(ν − r)o)do

+ νŌν
`r

`+ r
exp(`(z − µ))

1

−(`+ ν)

∫ ∞

max{z−µ,ln Ō}
−(`+ ν) exp(−(ν + `)o)do

= 1z−µ>ln Ō

`r

`+ r
exp(−r(z − µ))νŌν

1

−(ν − r)

(

exp(−(ν − r)(z − µ))− exp(−(ν − r) ln Ō)
)

+ νŌν
`r

`+ r
exp(`(z − µ))

1

−(`+ ν)

(
0− exp(−(ν + `)max{z − µ, ln Ō})

)

= 1z−µ>ln Ō

`r

`+ r
exp(−r(z − µ))νŌν

exp(−(ν − r) ln Ō)

(ν − r)

(

1− exp((ν − r)(ln Ō − (z − µ)))
)

+ ν
`r

`+ r
exp(`(z − µ− ln Ō))

exp(−(ν + `)max{z − µ− ln Ō, 0})
(`+ ν)

= 1z−µ>ln Ō

`r

`+ r
exp(−r(z − µ− ln Ō))

ν

ν − r

(

1− exp(−(ν − r)(z − µ− ln Ō))
)

+ ν
`r

`+ r
exp(`(z − µ− ln Ō))

exp(−(ν + `)max{z − µ− ln Ō, 0})
(`+ ν)

If z − µ ≤ ln Ō:

flnZ(z) =
`r

`+ r
exp(`(z − µ− ln Ō))

ν

`+ ν

If z − µ > ln Ō:

flnZ(z) =
`r

`+ r
exp(−r(z − µ− ln Ō))

ν

ν − r

(

1− exp(−(ν − r)(z − µ− ln Ō))
)

+ ν
`r

`+ r
exp(`(z − µ− ln Ō))

exp(−(ν + `)(z − µ− ln Ō))

(`+ ν)

=
`r

`+ r
exp(−r(z − µ− ln Ō))

ν

ν − r

(

1− exp(−(ν − r)(z − µ− ln Ō))
)

+
`r

`+ r
exp(−ν(z − µ− ln Ō))

ν

(` + ν)
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=
`r

`+ r
exp(−r(z − µ− ln Ō))

ν

ν − r

(

1− exp(−(ν − r)(z − µ− ln Ō))
(

1− ν − r

`+ ν

))

=
`r

`+ r
exp(−r(z − µ− ln Ō))

ν

ν − r

(

1− exp(−(ν − r)(z − µ− ln Ō))
`+ r

`+ ν

)

Since Ō = g(`,r)
πeµ it follows that z−µ− ln Ō = z− ln g(`,r)

π , with µ canceling out. The
untruncated density can therefore be written as:

flnZ(z) =
`r

`+ r

ν

ν − r







e
`
(

z−ln g(`,r)
π

)

ν−r
`+ν ez ≤ g(`,r)

π ,

e
−r

(

z−ln g(`,r)
π

)(

1− e
−(ν−r)

(

z−ln g(`,r)
π

)

`+r
`+ν

)

ez > g(`,r)
π .

(B.4)

For any z ≤ ln Ō + µ = ln g(`,r)
π , the untruncated CDF is given by:

FlnZ(z) =

∫ z

−∞
flnZ(z̃)dz̃ =

ν

ν + `

r

r + `

(
Ōeµ

)−`
[e`z̃]z−∞

=
ν

ν + `

r

r + `

(
ez

Ōeµ

)`

=
ν

ν + `

r

r + `

(

ez
π

g(`, r)

)`

For z > ln Ō + µ, the untruncated CDF is given by:

FlnZ(z) =

∫ ln Ō+µ

−∞
flnZ(z̃)dz̃ +

∫ z

ln Ō+µ
flnZ(z̃)dz̃ =

ν

ν + `

r

r + `

(

eln Ō+µ

Ōeµ

)`

+

∫ z

ln Ō+µ
flnZ(z̃)dz̃

=
ν

ν + `

r

r + `
+

∫ z

ln Ō+µ

`

ν − r

( ν

`+ r
re−r(z̃−ln Ō−µ) − νe−ν(z̃−ln Ō−µ) r

`+ ν

)

dz̃

=
ν

ν + `

r

r + `
+

`

ν − r

( ν

`+ r

(

1− e−r(z−ln Ō−µ)
)

− r

`+ ν

(

1− e−ν(z−ln Ō−µ)
))

=
ν

ν + `

r

r + `
+

`

`+ r

`+ ν + r

`+ ν
− `

ν − r
e−r(z−ln Ō−µ)

( ν

`+ r
− r

`+ ν
e−(ν−r)(z−ln Ō−µ)

)

=
νr + `2 + `ν + `r

νr + `r + `2 + `ν
− `

ν − r
e−r(z−ln Ō−µ)

( ν

`+ r
− r

`+ ν
e−(ν−r)(z−ln Ō−µ)

)

= 1− `

ν − r
e−r(z−ln Ō−µ)

( ν

`+ r
− r

`+ ν
e−(ν−r)(z−ln Ō−µ)

)

The density of equilibrium productivity is simply the above density truncated below
at z = ln (1−η)

π and given by the pdf divided by the complement of the exit rate given in
(B.2) and (B.3). Similarly for the equilibrium cdf:

f eqmlnZ (z) =
flnZ(z)

1− FlnZ(z)
(B.5a)

F eqmlnZ (z) =
FlnZ(z)− FlnZ(z)

1− FlnZ(z)
(B.5b)

Under the assumption that Ū = (1−η)
Ōeµπ

< 1 and using the definition that Ō = g(`,r)
eµπ ,
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it follows that 1− η < g(`, r). The truncation point z = ln (1−η)
π < ln g(`,r)

π = ln Ō + µ is
therefore in the left tail of the untruncated productivity density.

The exit rate is therefore given by

∫ z

−∞
flnZ(z)dz =

ν

ν + `

r

r + `

(
1− η

g(`, r)

)`

,

which corresponds to equation (B.2).

B.4 Derivation of the expected total productivity

Total productivity of an entering cohort is the product of average productivity times the
mass of entrants.

Average productivity of an entering cohort is given by:

Z̄0,e = EX × 0 + (1−EX) ×
∫ ∞

z
ez̃f eqmz (z̃)dz̃

using (B.5a) and assuming Ū < 1 below

=
1− EX

1− EX

`r

`+ r

ν

`+ ν
e−`(ln Ō+µ)

∫ ln Ō+µ

z
ez̃(1+`)dz̃

+
1−EX

1−EX

`r

`+ r

ν

ν − r
er(ln Ō+µ)

∫ ∞

ln Ō+µ
ez̃(1−r)dz̃ − 1− EX

1− EX

`r

`+ ν

ν

ν − r
eν(ln Ō+µ)

∫ ∞

ln Ō+µ
ez̃(1−ν)dz̃

=
`r

`+ r

ν

`+ ν
e−`(ln Ō+µ) 1

1 + `
[ez̃(1+`)]ln Ō+µ

z

+
`r

`+ r

ν

ν − r
er(ln Ō+µ) 1

r − 1
[−ez̃(1−r)]∞ln Ō+µ −

`r

`+ ν

ν

ν − r
eν(ln Ō+µ) 1

ν − 1
[−ez̃(1−ν)]∞ln Ō+µ

using 1 < r < ν below

=
`r

`+ r

ν

`+ ν
e−`(ln Ō+µ) 1

1 + `
(e(1+`)(ln Ō+µ) − ez(1+`))

+
`r

`+ r

ν

ν − r
er(ln Ō+µ) e

−(r−1)(ln Ō+µ)

r − 1
− `r

`+ ν

ν

ν − r
eν(ln Ō+µ) e

−(ν−1)(ln Ō+µ)

ν − 1

=
`r

`+ r

ν

`+ ν
eln Ō+µ 1

1 + `
(1− e(z−(ln Ō+µ))(1+`)) +

`r

`+ r

ν

ν − r

eln Ō+µ

r − 1
− `r

`+ ν

ν

ν − r

eln Ō+µ

ν − 1

=
`r

`+ r

ν

ν − r
eln Ō+µ

(ν − r

`+ ν

1

1 + `
(1− e(z−(ln Ō+µ))(1+`)) +

(ν − r)(`− 1) + (ν + r)(ν − r)

(r − 1)(ν − 1)(`+ ν)

)

=
`r

`+ r

ν

`+ ν
eln Ō+µ

( 1

1 + `
+

(`− 1) + (ν + r)

(r − 1)(ν − 1)
− 1

1 + `
e(z−(ln Ō+µ))(1+`)

)

=
r

`+ r

ν

`+ ν

`

(1 + `)
eln Ō+µ

( (`+ r)(`+ ν)

(r − 1)(ν − 1)
− e(z−(ln Ō+µ))(1+`)

)

=
1

1 + `−1

1

1− r−1

1

1− ν−1
eln Ō+µ

(

1− 1− r−1

1 + `r−1

1− ν−1

1 + `ν−1
e(z−(ln Ō+µ))(1+`)

)

using the definition of Ū below
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=
1

1 + `−1

1

1− r−1

1

1− ν−1
Ōeµ

(

1− 1− r−1

1 + `r−1

1− ν−1

1 + `ν−1
Ū1+`

)

(B.6)

Combining the expression for average productivity (B.6) with the expression for the
mass of entrants in (B.1) gives the total productivity of the entering cohort:

Z0,e = Z̄0,e × Entry

=
θεŌ−ν

1 + νλ−1

Ōeµ

1 + `−1

1

1− r−1

1

1− ν−1

(

1− 1− r−1

1 + `r−1

1− ν−1

1 + `ν−1
Ū(Ō)1+`

)

(B.7)

For ease of notation, subscripts have been suppressed in the derivation. In the expressions
above, the exogenous parameters `t, rt, µt and the endogenous cutoffs Ōe,t, Ūt are time-
varying.

B.5 Derivation of the expression for the risk-adjusted payoff

To compute the criterion for the risk adjusted payoff, simplify the notation by dropping
time subscripts and writing W for PDV (W ) and Π for PDV (Π):

W ≤ R[max{(1 − η)W,OeµUΠ}] =WR[max{(1− η), OeµU(Π/W )}]

=W
(∫ ∞

0
max{(1 − η)w,OeµŨ(Π/W )}1−ρdFU (Ũ)

) 1
1−ρ

=W
(

(1− η)1−ρ
∫ Ū

0
dFU (Ũ) +

(

Oeµ
Π

W

)1−ρ ∫ ∞

Ū
Ũ1−ρdFU (Ũ)

) 1
1−ρ

where Ū ≡ (1− η)
W

OeµΠ

assuming Ū < 1 below

=W
(

(1− η)1−ρ
∫ ln Ū

−∞

`r

`+ r
exp(` ln Ũ)d ln Ũ

+
(

Oeµ
Π

W

)1−ρ `r

`+ r

(∫ 0

ln Ū
exp((`+ 1− ρ) ln Ũ)d ln Ũ

+

∫ ∞

0
exp((−r + 1− ρ) ln Ũ)d ln Ũ

)) 1
1−ρ

=W
(

(1− η)1−ρ
r

`+ r
Ū ` +

(

Oeµ
Π

W

)1−ρ `r

`+ r

( 1

`+ 1− ρ
(1− Ū `+1−ρ) +

1

r + ρ− 1

)) 1
1−ρ

collecting terms

=W
(

(1− η)1−ρ
r

`+ r
Ū ` +

(

Oeµ
Π

W

)1−ρ `r

`+ r

( 1

`+ 1− ρ
(−Ū `+1−ρ) +

1

`+ 1− ρ

r + `

r + ρ− 1

)) 1
1−ρ

using the definition of Ū

=W
(

(1− η)1−ρ
r

`+ r
Ū ` − `r

`+ r

( Ū

1− η

)ρ−1 1

`+ 1− ρ
Ū `+1−ρ +

(

Oeµ
Π

W

)1−ρ 1

`+ 1− ρ

r`

r + ρ− 1

) 1
1−ρ

=W
(

(1− η)1−ρŪ `
r

`+ r

(

1− `

`+ 1− ρ

)

+
(

Oeµ
Π

W

)1−ρ 1

1 + (1− ρ)`−1

1

1− (1− ρ)r−1

) 1
1−ρ

using the definition of Ū again
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=W
(

(1− η)1−ρ
((1− η)W

OeµΠ

)` r

`+ r

(1− ρ)`−1

1 + (1− ρ)`−1
+
(

Oeµ
Π

W

)1−ρ 1

1 + (1− ρ)`−1

1

1− (1− ρ)r−1

) 1
1−ρ

B.6 Capital and investment equilibrium conditions

The Law of Motion for capital is given by:

Kt = (1− δt)Kt−1 + (1−Ψ(
It

Kt−1
))It

The objective of the representative capital goods producing firm is given by:

Et

∞∑

s=0

SDFt,t+s
(1− θ)s

(dt+sKt+s − It+s))

With P kt as the current value multiplier, maximizing the objective yields the following
FOC:

[I] Pt(1−Ψt(·)−Ψ′
t(·)

It
Kt−1

) = 1

[K] dt + Et[
SDFt,t+1

1− θ
((1− δt+1) + Ψ′

t+1(·)
(

It
Kt−1

)2

)Pt+1] = Pt

The lifetime value can be express recursively as Vt(kt−1). Note that the value Vt(kt−1)
is homogeneous of degree one. To see this, define ι ≡ it

kt−1
. Then

Vt(kt−1) = max
it

dt

(

(1− δ)kt−1 + It(1−Ψt(
It
kt−1

))

)

− It

+ Et

[SDFt,t+1

1− θ
Vt+1

(

(1− δ)kt−1 + It(1−Ψt(
It
kt−1

))

)]

ιt≡It/kt−1
= max

ιt
(dt((1− δ) + ιt(1−Ψt(ιt))) − ιt) kt−1

+ Et

[SDFt,t+1

1− θ
Vt+1 (kt−1(1− δ) + kt−1ιt(1−Ψt(ιt))

]

Vτ (kτ−1)≡Pτkτ−1
= kt−1 max

ιt
(dt((1− δ) + ιt(1−Ψt(ιt)))− ιt)

+ Et

[SDFt,t+1

1− θ
Pt+1 × ((1− δ) + ιt(1−Ψt(ιt))

]

= Pt × kt−1

In competitive equilibrium, therefore, the marginal value of firm’s capital stock is given
by Pt, which is also simply the total value of the firm divided by its capital stock.

Now, Kt−1 × Pt = Vt is the PDV of total dividends net of investment. Each agent
gets ζt = dt((1−δ)+ ιt(1−Ψt(ιt)))− ιt units of net dividends every period. Additionally,
they can buy and sell shares at rate Pt, where

Pt = ζ∗t + Et

[SDFt,t+1

1− θ
Pt+1 × ((1− δ) + ι∗t (1−Ψt(ι

∗
t ))
]

XV



The corresponding (state by state) budget constraint is given by:

Ct(i) + Pt
(
Kt(i) −

Kt−1(i)

1− θ
(1− δt + ιt(1−Ψ∗

t ))
)
+ ≤ ωt(i) + dtKt(i)− ιtKt−1(i)

The firm’s FOCs above imply the household’s no arbitrage condition holds:

Pt − dt = Et

[SDFt,t+1

1− θ

(

Pt+1

(

1− δt+1 + ιt+1(1−Ψ∗
t+1)

)

− ιt+1

)]

= Et

[SDFt,t+1

1− θ

(

Pt+1(1− δt+1) + ιt+1

(

Pt+1(1−Ψ∗
t+1)− 1

︸ ︷︷ ︸

=Pt+1Ψ′
t+1ιt+1)

))]

= Et

[SDFt,t+1

1− θ

(

Pt+1(1− δt+1) + (ιt+1)
2Ψ′

t+1Pt+1

)]

,

which equals the firms’ FOC for capital. Thus, the firms’ two FOCs imply the household’s
no arbitrage condition.

B.7 Derivation of Return on Wealth

B.7.1 Aggregate resource constraint

In what follows I use c̄(o) do denote the average per capita consumption of the old, as
opposed to c(o) which is the absolute amount.

Summing the flow budget constraints gives the flow resource constraint:

(1− θ)

(

c̄t(o) + Pt
(
k̄t(o)−

k̄t−1(o)

1− θ
(1− δt + ιt(1−Ψ∗

t ))
)
)

≤ (1− θ)

(

ωt(i) + dtk̄t(o)− ιt
k̄t−1(o)

1− θ

)

θ

(

c̄t(y) + Pt
(
k̄t(y)−

0

1− θ
(1− δt + ιt(1−Ψ∗

t ))
)
)

≤ θ
(
ωt(y) + dtk̄t(y)− ιt0 + net endt

)

⇒ Ct + Pt
({(1− θ)k̄t(o)

+θk̄t(y)

}

− k̄t−1(o)(1 − δt + ιt(1−Ψ∗
t ))
)
=

{(1 − θ)ω̄t(o)
+θω̄t(y)

}

+ dt

{(1− θ)k̄t(o)
+θk̄t(y)

}

− ιtk̄t−1(o) + θnet endt

⇔ Ct + Pt
(
Kt −Kt−1(1− δt + ιt(1−Ψ∗

t ))
)

︸ ︷︷ ︸

=0

= ωt + dtKt − It + θnet endt

which coincides with the resource constraint

Ct = ωt + dKt − It + θnet endt,

where ωt is the total human capital income.
In steady state S∗ = 0, I = δK:

C = ω + (d− δ)K + θnet endt.

Below restrictions on d are derived.
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B.7.2 Preferences, SDF, and change of measure

Preferences:

E0

∞∑

t=0

β̃t1Survival,0→t ln ct =

∞∑

t=0

(β̃(1− θ))t ln ct =

∞∑

t=0

βt ln ct,

or (with recursive utility):

lnVt = (1− β) lnCt + β lnRt[Vt+1], Rt[Xt+1] = Et[X
1−γ
t ]

1
1−γ ,

so that the SDF is given by:

ln vt(Xt) = (1− β) ln ct + β lnRt[exp(ln vt+1(Xt+1))] (B.8)

Guess that vt(Xt) = v̄t ×Xt and ct = (1− β)Xt. Then Xt+1 = Rwt+1βXt:

ln v̄t + lnXt = (1− β) ln(1− β) + (1− β) lnXt + β ln(βXt) + β lnRt[e
ln v̄t+1+lnRwt+1 ].

Canceling:

ln v̄t = (1− β) ln(1− β) + β ln(β) + β lnRt[e
ln v̄t+1+lnRwt+1 ].

Marginal utility of consumption today:

MPCt = (1− β)c−1
t .

In level terms:
∂vt
∂ct

= (1− β)
vt
ct

Benefit of increasing consumption tomorrow Rt[x] = Et[x
1−γ ]

1
1−γ .

β
vt
R[·]

1

1− γ
Rt[vt+1]

γEt[(1− γ)v−γt+1(1− β)
vt+1

ct+1
]

Thus the SDF is given by:

SDFt,t+1 = β

(
vt+1

Rt[vt+1]

)1−γ ct
ct+1

Rt[vt+1] =

(

vt

c1−βt

) 1
β

=

(
v̄tXt

((1− β)Xt)1−β

) 1
β

=

(
v̄t

(1− β)1−β

) 1
β

Xt

Thus:

SDFt,t+1 = β






v̄t+1Xt+1
(

v̄t
(1−β)1−β

)1/β
Xt






1−γ

ct
ct+1

= β






v̄t+1βR
w
t+1

(
v̄t

(1−β)1−β
)1/β






1−γ

ct
ct+1
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And Xt+1

Xtβ
= Rwt+1 or Xt+1

Xt
= βRwt+1

SDFt,t+1 = β
Ct
Ct+1

(
Vt+1

Rt[Vt+1]

)1−γ
= β

Ct
Ct+1

(
Vt+1

(Vt/Ct)1/βCt

)1−γ
= β

(
Ct
Ct+1

)γ (Vt+1/Ct+1

(Vt/Ct)1/β

)1−γ

Note that the SDF can be written as β Ct
Ct+1

times the martingale
V 1−γ
t+1

EP

t [V
1−γ
t+1 ]

, which repre-

sent the change of probability measure from the physical probability measure P to the

(partially) risk-adjusted probability measure Q: dQ
dP =

V 1−γ
t+1

Et[V
1−γ
t+1 ]

.

B.7.3 Equilibrium consumption share and return to wealth

Household optimization is subject to the budget constraint for old agents (which holds
state by state due to complete markets, but whose state dependence is suppressed for
notational simplicity):

c̄t(o) + Pt
(
k̄t(o)−

k̄t−1(o)

1− θ
(1− δt + ιt(1−Ψ∗

t ))
)
≤ ωt(i) + dtk̄t(o)− ιt

k̄t−1(o)

1− θ

As discussed above, in equilibrium (when the FOC w.r.t. investment holds), this implies
the following FOC:

Pt − dt = Et
SDFt,t+1

1− θ
Pt+1(1− δt+1 + ι2t+1Ψ

′
t+1)

For future reference, defining δ̃t ≡ δt − (ιt)
2Ψ′

t
44:

Pt − dt = EP
t [SDFt,t+1Pt+1

1− δ̃t+1

1− θ
]

= E
Q
t [β

Ct
Ct+1

Pt+1
1− δ̃t+1

1− θ
]

1− θ

1− δ̃t+1

Pt − dt
Pt+1

=
βWt

Wt+1
= (Rwt+1)

−1

Rwt+1 =
1− δ̃t+1

1− θ

Pt+1

Pt − dt
=

Return on capitalt+1

1− θ

Using the FOC for investment, the BC can be re-written as:

c̄t(o) + Pt
(
k̄t −

k̄t−1

1− θ
(1− δt + (ιt)

2Ψ′
t

)
≤ ωt(i) + dtk̄t(o)

44Since Ψ′ is an increasing function, the effective depreciation rate falls in k if ι > δ (if investing more
tomorrow, it is good to have a higher capital stock today) and rises otherwise.
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Write the explicit complete markets BC:

∞∑

t=0

E
Q
0 E

Q
t

[

βt
C0

Ct

(

ct + Pt
(
k̄t(o)−

k̄t−1(o)

1− θ
(1− δ̃t)

)
−(ωt(i) + dtkt)

)]

≤ 0

Note that since individual consumption is proportional to aggregate consumption state
by state and there is non-satiation:

c0
1− β

=
∞∑

t=0

E
Q
0 E

Q
t

[

βt
C0

Ct

(

Pt
( k̄t−1

1− θ
(1− δ̃t)− k̄t

)
+(ωt(i) + dtkt)

)]

= P0
k̄−1

1− θ
(1− δ̃0) +

∞∑

t=0

E
Q
0 β

tC0

Ct
E
Q
t

[

ωt(i)
]

+
∞∑

t=0

E
Q
0

[

βt
C0

Ct
kt × E

Q
t

[(

β
Ct
Ct+1

Pt+1
1− δ̃t+1

1− θ
(1− δ̃t+1)− (Pt − dt)

)]

︸ ︷︷ ︸

=0 by no arbitrage / FOC

]

= P0
k̄−1

1− θ
(1− δ̃0) +

∞∑

t=0

E
Q
0 β

tC0

Ct
E
Q
t

[

ωt(i)
]

(B.9)

Thus the consumption share of lifetime wealth is (1− β) and lifetime wealth is given by
the value of the capital holdings plus the PDV of human income.

Lifetime wealtht = P0
k̄−1

1− θ
(1− δ̃0) +

∞∑

t=0

E
Q
0 β

tC0

Ct
E
Q
t

[

ωt(i)
]

= P0
k̄−1

1− θ
(1− δ̃0) +

∞∑

t=0

E
Q
0

(
s∏

u=1

(Rwt−1+u)
−1

)

E
Q
t

[

ωt(i)
]

To compute the evolution of the return on wealth from aggregate variables note that
the wealth in the economy is proportional to consumption: Wt = (1 − β)−1Ct. The
wealth of the old is given by the overall wealth in the economy, minus the wealth of the
young. The wealth of the young is given by:

W y
t = θnet endt + θ

∞∑

t=0

E
Q
0

(
s∏

u=1

(Rwt−1+u)
−1

)

E
Q
t

[

ω̄t(y)
]

≡ θ
(

net endt + PDV (ω(y))
)

Thus:

Rwt−1,t =
W o
t

(1− (1− β))W o
t−1

=
Wt −W y

t

β(1− θ)Wt−1
(B.10)

In steady state

ct(o) = (1−β)1− δ

1 − θ
Ptkt−1(o)+(1−β) 1

1 − (R̄w)−1
w(o) = (1−β)1− δ

1− θ
Ptkt−1(o)+(1−β) R̄w

R̄w − 1
w(o)
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The expression for young agents is the same, except for an added endowment term:

ct(y) = (1− β)
( R̄w
R̄w − 1

w(y) + net endt

)

Summing over all agents must gives in steady state

Ct = (1− β)(1 − δ)Ptk̄t−1(o)(1 − θ) + (1− β)PDV (ω) + θnet end

= (1− β)(1 − δ)PtK̄t−1 +
(1− β)R̄w
R̄w − 1

ω + (1− β)θnet end

Compute d̄ to make the budget constraint and the resource constraint hold:

C = (d− δ)K + ω + θnet end = (1− β)(1 − δ)K +
(1− β)R̄w
R̄w − 1

ω + (1− β)θnet end

Hence

(
(d− δ)− (1− β)(1 − δ)

)
K + θβnet end =

(1− β)R̄w − (R̄w − 1)

R̄w − 1
ω =

1− βR̄w
R̄w − 1

ω

From the EE 1− d = (R̄w)−1 1−δ
1−θ and d− δ = (1− δ)(1 − (R̄w)−1(1− θ)−1). Then:

(1− δ)(β − ((1 − θ)R̄w)
−1)K + θβnet end =

1− βR̄w
R̄w − 1

ω

Without mortality risk, R̄w = β−1 = β̃−1, and the equation holds trivially.
If R̄w = ((1 − θ)β)−1 > β−1, then the LHS is weakly positive. However, the RHS is

negative at this R̄w because βR̄w = (1− θ)−1 > 1. Thus, the return on wealth has to be
lower.

A lower return on wealth lowers the LHS, turning it negative eventually, while leaving
the RHS negative. Note that at R̄w = β−1 > β̃−1 the RHS is zero, while the LHS is
negative for θ(net end) small enough. By continuity, therefore:

R̄w ∈ (β−1, β−1(1− θ)−1) if net end ↘ 0.

Since d is increasing in R̄w, the marginal product of capital is higher in an economy with
mortality risk.

Rewrite the above:

0 ≤ θβ
net end

K
=

1− βR̄w
R̄w − 1

ω

K
+ (1− δ)

(
1

(1− θ)R̄w
− β

)

Lemma 6. There is a unique solution R̄w ∈ (1, β−1(1 − θ)−1) for general net end ≥ 0
and R̄w ∈ (β−1, β−1(1− θ)−1) if net end = 0.

Proof: Note that the RHS is strictly decreasing inRw forRw > 1 because
1− d

dRw
βR̄w

R̄w−1
=

−(1−β)
(Rw−1)2

and R−1
w is trivially decreasing. The function approaches +∞ as Rw ↘ 1 and
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turns negative as Rw ↗ β−1(1− θ)−1. Since the LHS is non-negative, there is therefore
a unique solution R̄w ∈ (1, β−1(1 − θ)−1). If net end = 0, then the solution satisfies
R̄w ∈ (β−1, β−1(1− θ)−1).

Note that if the net endowment is large enough and since the return on wealth is
higher than β−1 = (β̃(1− θ))−1, the young do not fully consume their labor income but
instead accumulate capital because their propensity to consume out of human income is
given by:

1− β

1− 1/R̄x
< 1.

If the net endowment of young agents is very high, this lowers the overall return on
wealth as the young run down their savings in a consumption spree.

B.8 Full model equations

Unknowns: (1) capital stock Kt, (2) rental rate of capital dkt , (3) price of capital P kt , (4)

investment It, (5) cost wage Wt, (6) effective wage W
f
t , (7) entry cutoff for entrepreneurs

Ōe,t, (8) exit rate EXt, (9) productivity of entering entrepreneurs Z0,t, (10) overall pro-
ductivity of entrepreneurs Ze,t, (11) unit labor demand N̄t, (12) unit capital demand K̄t,
(13) stochastic discount factor St, (14) present discounted value of unit profits PDVt(Π),
(15) present discounted value of unit wages PDVt(W

f ), (16) present discounted value of
wages and home production for nonentrepreneurs PDVt(W

+), (17) effective labor supply
of potential entrepreneurs N s

e,t, (18) consumption, (19) total output, (20) unit profits,
(21) return on wealth, (22) unit value function.

(1) Kt = (1− δt)Kt−1 + It(1−Ψ(It/Kt−1))

(2) Kt = Ze,tK̄t

(3) K̄t = φ
φ

1−φ

(1− α

Wt

)
φ

1−φ
(1−α)(1− α

dkt

)

1−(1−α)φ
1−φ

(4) N̄t = φ
φ

1−φ

(1− α

Wt

)
1−αφ
1−φ

(1− α

dkt

)
φ

1−φ
α

(5) dkt = P kt − Et

[St,t+1

1− θ

(

(1− δt+1) + Ψ′(It+1/Kt)(It+1/Kt)
2
)

P kt+1

]

(6) 1 = P kt (1−Ψ(It/Kt−1)−Ψ′(It/Kt−1)(It/Kt−1))

(7) PDVt(Π) = Π̄t + Et[St,t+1PDVt+1(Π)ge,t+1]

(8) PDVt(W
f) = W̄ f

t + Et[St,t+1PDVt(W
f )]

(9) PDVt(W
+) = (FO,s(

W f
t

w̄t
)W f

t + (1− FO,s(
W f
t

w̄t
))Et[O

s
t w̄t|Ost >

W f
t

w̄t
] + Et[St,t+1PDVt+1(W

+)]

(10) Zet = (1− θ)ge,tZ
e
t−1 + Ze0,t

(11) Ze0,t =
εθŌ

−(ν−1)
e,t eµt

(1− ω−1
r,t )(1 + ω−1

`,t )(1− ν−1)(1 + νλ−1)

×
(

1− (1− ω−1
r,t )(ν − 1)(eµt(1− η)Ōe,t

PDVt(W )

PDVt(Π)
)−(1+ω`,t)

)

(12) 1 =
( rt
rt + `t

(PDVt(W )(1− η)

ŌteµtPDVt(Π)

)`t
(1− φ)1−ρ

(1− ρ)`−1
t

1 + (1− ρ)`−1
t
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+
(Ōte

µtPDVt(Π)/PDVt(W ))1−ρ

(1− (1− ρ)r−1
t )(1 + (1− ρ)`−1

t )

) 1
1−ρ

(13) EXt =

(

eµtŌe,t
PDVt(Π)

(1−η)PDVt(W )

)−ω`,t

(1 + ω`,tω
−1
r,t )(ω`,t + ν)

(14) Ns
e,t = (1− θ)Ns

e,t−1 + θ(1− EXt(1− η))
Ō−ν
e,t

1 + νλ−1

(15) Yt = Ct + It

(16) Yt = Ze,t(Π̄t + N̄tW
f
t ) + (1− ε)(1− FO,s(Wt/w̄t))Et[O

s
t w̄t|Ost w̄t > Wt] + dktKt

(17) Ze,tN̄t = εNs
e,t + (1− ε)FO,s(W

f
t /w̄t)

(18) Wt = (Wt−1)
κ(W f

t )
1−κ

(19) Π̄t = φ
φ

1−φ

(1− α

Wt

)
φ

1−φ
(1−α)(1− α

dkt

)
φ

1−φ
α

(20) St,t+1 = (Rxt+1)
−ρ

( vt+1

(vt)1/β

)1−ρ

(21) Rxt =
Ct − (1− β)(θZe0,tPDVt(Π̄) + ε(Ns

e,t − (1− θ)Ns
e,t−1)PDVt(W ) + (1− ε)θPDVt(W

+))

β(1− θ)Ct−1

(22) ln vt = β lnRt[vt+1R
x
t+1]

C Calibration and additional empirical results

C.1 Derivation of preferences

• Baseline specification: Differential risk adjustment

This section derives the preference specification used in (3.7), replicating the argument
in the web appendix of Garleanu and Panageas (2010) and introducing an additional
preference-preserving monotone transform ξ > 0 for tractability.

Define value in the case of survival or death:

V̂t+1 =

{

Ṽt+1 Probability 1− θ, 1S = 1,

bAt+1 Probability θ, 1S = 0.

Here, bAt+1 denotes the utility from bequesting or consuming financial assets At+1 > 0.
Consider the specification in Garleanu and Panageas (2010): Agents adjust differen-

tially for different forms of risk. The aversion to survival risk is equal to the inverse of
the IES, ψ. In contrast, the aversion to investment risk is ρ:

R[V̂t+1|Gt] = E[E[1S Ṽ
1−ψ
t+1 + (1− 1S)(bAt+1)

1−ψ|Ft, Ṽt+1, At+1]
1−ρ
1−ψ |Ft]

1
1−ρ

Preference specification (3.7) in the text is the limit point of b1−ψ = 0:

Ṽt =
(

(1− β̃)(ξCt)
1−ψ + β̃Rt[Ũt+1|Gt]1−ψ

) 1
1−ψ

=
(

(1− β)(Ct)
1−ψ + βRt[Ũt+1|Gt]1−ψ

) 1
1−ψ

,
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Variable Gross trend growth

Aggregate capital Kt ḡs
Aggregate investment It ḡs
Aggregate consumption Ct ḡs
Aggregate entrepreneurial output Yt ḡs
Present value wages PDVt(Wt) ḡs
Present value self-employed income PDVt(W

+
t ) ḡs

Aggregate productivity Ze,t ḡ
1−αφ
1−φ
s = ḡe

Unit labor demand N̄t ḡ
− 1−αφ

1−φ
s = ḡ−1

e

Unit capital demand K̄t ḡ
−φ(1−α)

1−φ
s

Unit profits π̄t ḡ
−φ(1−α)

1−φ
s

Present value profits PDVt(GeΠ̄) ḡ
−φ(1−α)

1−φ
s

Entering cohort productivity eµt ḡ
1−αφ
1−φ
s = ḡe

Self-employed productivity ωt ḡs
Exit rate EXt 1
Entrepreneurial entry cutoff Ōe,t 1
Entrepreneurial labor supply N̄ s

e,t 1

Self-employed entry cutoff Ōs,t 1
Stochastic discount factor St,t+1 1
Return on wealth Rxt,t+1 1

Rental rate of capital dkt 1
Value of unit wealth vt 1
Price of capital P kt 1

Table B.1: Trend growth rates of variables in model

where ξ =
(
1−β̃(1−θ)

1−β̃

) 1
1−ψ

and β ≡ β̃(1 − θ). The re-scaling of the flow utility ensures

that the limit of log-utility ψ → 1 is well defined.

• Alternative derivation in terms of uncertainty aversion

Following Hansen and Sargent (2007), define two operators: TI ,TM , which incorporate
adjustments γI , γM for investment and mortality risk under robustness:

TI [X] = −γI lnE[exp(−γ−1
I X)]

= min
m(w)≥0

∫

m(w)
(
X + γI ln(m(w))

)
dF (w) s.t.

∫

m(w)dF (w) = 1,

and

TM [X] = −γM lnE[exp(−γ−1
M X)]

= min
m(d)≥0

∑

d

p(d)m(d)
(
X + γM ln(m(w))

)
s.t.

∑

d

p(d)m(d) = 1.
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Note that, by applying L’Hopital’s Rule, as γ → ∞, the concern for uncertainty
disappears and limγ→∞T[X] = E[X].

Similarly to before, define value in the case of survival or death as Ût+1

Ût+1 =

{

Ũt+1 Probability 1− θ, 1S = 1,

bAt+1 Probability θ, 1S = 0.

Taking b→ 0 and γM → ∞ therefore implies that:

limTM [Ût+1|Ft, Ũt+1, At+1]] = (1− θ)Ũt+1

Now, define the utility recursion in Hansen and Sargent (2007, section 5) using nested
robustness operators:

Ũt = (1− β̃)ξ lnCt + β̃TI [TM [Ût+1|Ft, Ũt+1, At+1]]|Ft]
γM→∞,b→0

= (1− β̃)ξ lnCt − β̃γI lnE[exp(−γ−1
I (1− θ)Ũt+1)|Ft]

Define lnVt ≡ (1− θ)Ũt and ρ = 1 + γ−1
I and re-arrange to obtain:

(1− θ)−1 lnVt = (1− β̃)ξ lnCt − β̃γI lnE[exp(−γ−1
I (1− θ)Ũt+1)|Ft]

= (1− β̃)ξ lnCt − β̃γI lnE[exp(−γ−1
I lnVt+1)|Ft]

= (1− β̃)ξ lnCt + β̃ ln
(

E[Ṽ
−γ−1

I
t+1 ]−γI

)

= (1− β̃)ξ lnCt + β̃ ln
(

Rρ=1+γ−1
I

[Ṽt+1]
)

⇔ lnVt = (1− θ)(1− β̃)ξ lnCt + (1− θ)β̃ ln
(

Rρ=1+γ−1
I

[Ṽt+1]
)

= (1− β̃(1− θ)) lnCt + (1− θ)β̃ ln
(

Rρ=1+γ−1
I

[Ṽt+1]
)

,

= (1− β) lnCt + β ln
(

Rρ=1+γ−1
I

[Ṽt+1]
)

,

for ξ = 1−β(1−θ)
(1−θ)(1−β) and using that β ≡ β̃(1− θ).

Thus, the model with uncertainty aversion is observationally equivalent to the model
in the body of the paper with log-utility (ψ = 1) and investment risk aversion ρ = 1+γ−1

I .

C.2 Risk sharing without commitment of initial human capital income

Below I argue that, under the assumption of a common stochastic discount factor, the
initial lack of commitment by potential entrepreneurs combined with perfect competition
by risk-neutral lenders leads to a lack of insurance during the initial stage of occupational
choice. Once entrepreneurs can commit, their risk-aversion leads to perfect risk-sharing.
Since income derived human capital from human capital is wiped out when agents die,
only mortatility risk associated with income from financial capital is insured.
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C.2.1 Insurance of human capital income

Assume that at time 0−, a risk-neutral principal commits to a contract to pay S(z) in
exchange for the claims to a project paying z{Gi,e,0→tΠt}∞t=0 or (1 − η){Wt}∞t=0. The
agent privately observes Ui (while Oi is public information) at time 0 and can decide to
seek an outside offer by another principal, or report u to obtain S(Oiu) in exchange for
OiUi{Π̄t}∞t=0. The agent is risk-averse and evaluates different actions according to R[X],
where X = S(z) if she reports z and does not pursue the outside option, or X = So(Zi)
for the verified outside option.

Since in equilibrium payoffs are weakly increasing in the expected present discounted
value of agents’ human capital income, I guess and verify that agents take actions to
maximize this present discounted value. Define Π+

i,t to be this income. Formally:

Π+
t (Zi,0) ≡

{

(1− η)Wt (1− η)PDV0(W ) ≥ Zi,0PDVt(GeΠ),

Zi,0Gi,e,0→tΠt (1− η)PDV0(W ) < Zi,0PDVt(GeΠ),

where I define the expected present discounted value of a random payoff {Xt+s}∞s=0 as
PDVt(X) = E[

∑∞
s=0 SDFt,t+sXt+s|Ft]. Since Gi,e,0→t is iid in the cross-section and

Oi,0Ui,0 are F0 measurable, the expected present discounted value of Π+
t (Zi,0) can be

written succinctly as PDV0(Π
+
t (Zi,0)).

Since agents are risk-averse, it is without loss of generality to focus on payoffs that
are a deterministic function of the type only. Let this payoff function at the beginning
of the period be defined as S− : R+ → R, and the end of the period payoff function as
S+ : R+ → R.

Note that since the agent is risk-averse, she weakly prefers actuarially fair insurance
over noninsurance. The insurance problem can then be solved by backward induction.

Period 0+: Full information, commitment.

(a) Individual Rationality (IR) by financial intermediaries requires that S+(Zi,0)−
PDV (Π+(Zi,0)) ≤ 0.

(b) Individual Rationality (IR) by agents S+(Zi,0) − S−(Zi,0) ≥ 0 and S+(Zi,0)
is preferred to no insurance if the agent accepts the time 0+ offer.

Free entry requires that IR by financial intermediaries holds with equality for almost
all types Zi,0 which accept the time 0+ offer.

Since agents are risk averse and S+(Zi,0) = PDV (Π+(Zi,0)) is strictly preferred to
no insurance. Agents’ IR requires, therefore, that PDV (Π+(Zi,0)) = S+(Zi,0) ≥
S−(Zi,0) for them to be willing to switch.

Period 0−: Limited information, one-sided commitment. Given limited
information, S− must be F− measurable and thus cannot depend on U .

(a) Potential entrepreneurs’ IR: (S−(Oi) =)R[S−(Oi)|Oi] ≥ PDV (W ) and S−(Oi)
is preferred to no insurance.

(b) IC: S−(Oi) ≥ S+(OiU) for all U if type Oi is insured.
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(c) Intermediaries’ IR: E[S−(Oi)− PDV (Πe(OiU))|Oi] ≤ 0.

Since S+ is strictly increasing for z ≥ z, IC implies that S−(o) ≥ supu∈supp(U) S
+(ou).

The IC constraint then implies that:

E[S−(Oi)− PDV (Πe(OiU))|Oi]
>E[S+(OiU)− PDV (Πe(OiU))|Oi] by IC if U is non-degenerate

=E[PDV (Πe(OiU))− PDV (Πe(OiU))|Oi] = 0.

Thus, S−(Oi) = E[S−(Oi)|Oi] > E[PDV (Πe(OiU))|Oi]. However, this contradicts
(IR) for principals.

Since no insurance contract satisfying agents’ (IC) and principals’ (IR), there is no in-
surance for idiosyncratic risk at the beginning of the period. However, at the end of the
period, actuarial fair insurance is possible.

C.2.2 Insurance of financial capital income

As previously noted, under perfect competition and with commitment, risk-neutral in-
termediaries offer actuarially fair insurance contracts. Since mortality risk is purely
idiosyncratic, the following arrangement, following Blanchard (1985), implements this
insurance scheme. An agent holding financial assets A pays A in case of death and
otherwise receives a payment a payment of θ(1− θ)−1A additional units. Thus, in case
of survival, she holds a total of A

(
1 + θ(1− θ)−1

)
= A(1 − θ)−1 units. Intermediaries

break even because they receive payments of A from a mass θ of the population and pay
θ(1− θ)−1A to a mass 1− θ of the population.

C.3 Calibration

C.3.1 Calibrating the skill distribution

The skill distribution is calibrated to match the macro elasticity of labor supply
d lnNs

t
d lnWt

and the share of non-entrepreneurs 1− SE in the economy.
Labor supply is given by:

N s
t = εNx,t + (1− ε)Φ

(wt − µw
σw

)

In steady state: Nd = N s = 1− SE. Hence:

Φ̄ ≡ Φ
(w̄ − µw

σw

)

=
Nd − εNx

1− ε
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Assuming Nx,t is constant, the labor supply elasticity is given by:

d lnN s
t

d lnWt
≈
ε× 0 + (1− ε)φ

(
wt−µw
σw

)
wt
σw

εNx,t + (1− ε)Φ
(
wt−µw
σw

)

≈ (1− ε)φ
(

Φ−1(Φ̄)
) w̄

N̄ sσw

⇔ σw
w̄

= (1− ε)φ
(

Φ−1(Φ̄)
) 1

N̄ s

(d lnN s
t

d lnWt

)−1

From Φ̄ ≡ Φ
(
w̄−µw
σw

)

it then follows that:

µw = w̄(1− σw
w̄

Φ−1(Φ̄)) = w̄ − σwΦ
−1(Φ̄))

Standard results on the normal distribution imply that the average self-employed income
is given by:

µw + σw
φ
(
Wt−µw
σw

)

1−Φ
(
Wt−µw
σw

) = w̄ + σw




φ
(
Wt−µw
σw

)

1− Φ
(
Wt−µw
σw

) − Φ−1(Φ̄))



 ≡ w̄ + premium.

C.3.2 Implied return to wealth

Given a calibrated value for the ratio of the physical capital stock to human capital
income flow as well as the calibrated endowment of young agents, the model yields the
steady state return on wealth. Lemma 6 implies that this uniquely defines the return on
wealth.

For the computations, I define the data counterpart of human capital income ω as
“compensation of employees, paid” plus “Proprietors’ income with inventory valuation
and capital consumption adjustments” and “Corporate profits with inventory valuation
and capital consumption adjustments, domestic industries” from NIPA Table 1.10. I,
thereby, exclude what is closer to rental payments on capital, which are a payment to
physical rather than human capital in my model. To measure K, I use either the overall
stock of private fixed assets plus consumer durables or the consumer durables plus private
and governmental fixed assets, all from Table 1.1 in the Fixed Assets Account. From 1979
to 2011, both the median and the mean ratio of K

ω are 3.7 excluding and 4.6 including
government assets. When excluding government compensation of employees from NIPA
Table 1.13 and using the private definition of K, the median and mean of Kω is 4.3.

C.3.3 Entrepreneurial productivity parameters

Productivity in the entrepreneurial sector is characterized by three parameters: (1) the
deterministic observable skill of entrepreneurs µ, (2) the efficiency units of labor embodied
in each worker n-scale (after normalizing the steady state wage to unity, i.e. w̄ = 1),
and (3) the efficiency units of labor embodied in each unit of capital k-scale (since the
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relative physical amount of capital is pinned down by observables). These can be used
to fit the entry rate of entrepreneurs, the ratio of human capital income to the physical
capital stock, and the level of labor demand.

Total productivity of entrants is given in equation (B.7) as:

Ze,0,t = (C.1)

=
εθŌ−ν

e,t

(1 + νλ−1)
︸ ︷︷ ︸

=θ×entry

eµtŌe,t

(1− r−1
t )(1 + `−1

t )(1− ν−1)

(

1− 1− r−1
t

1 + `t/rt

ν − 1

`t + ν
Ūt(Ōe,t)

1+`t
)

,

Ū(Ō) ≡ (1− η)Ō
PDV (w̄)

PDV (Π̄)eµ
in st.st.
= (1− η)Ō

w̄

Π̄eµ

Given Lemma 1, Ū(Ō) depends only on parameters other than those calibrated in this

section. Z̄e,0 and hence Z̄e =
Z̄e,0
1−θ are therefore linear in eµŌ. Formally, this means that

entrepreneurial productivity can be written as:

Z̄e = Ẑce × eµŌ

Entry rate is given by (B.1) as:

εθŌ−ν
e,t

(1 + νλ−1)
=
εθ(g(`, r)e−µ w̄

Π̄
)−ν

(1 + νλ−1)
,

which can be set to equal its empirical counterpart in steady sate and is a function
of µ,n-scale, and k-scale. To keep Ō and therefore entry constant, it is necessary and
sufficient to keep eµ Π̄

w̄ constant, or equivalently:

eµΠ̄

w̄
∝ eµnew(n-scalenew)

φ−αφ
1−φ (k-scalenew)

φα
1−φ = eµold(n-scaleold)

φ−αφ
1−φ

Unit factor demand for capital and labor is given by:

k̄ = φ
1

1−φ

(
1− α

w̄/n-scale

) (1−α)φ
1−φ (α

d̄

) 1−(1−α)φ
1−φ

k-scale
1−(1−α)φ

1−φ

= φ
1

1−φ

(
1− α

w̄

) (1−α)φ
1−φ (α

d̄

) 1−(1−α)φ
1−φ

(

n-scale(1−α)φk-scale1−(1−α)φ
) 1

1−φ

≡ κ̂c
(

n-scale(1−α)φk-scale1−(1−α)φ
) 1

1−φ

N̄ = φ
1

1−φ

(
1− α

w̄

)1−αφ
1−φ (α

r̄

) αφ
1−φ

n-scale
1−αφ
1−φ k-scale

φα
1−φ

≡ N̂ c × n-scale
1−αφ
1−φ k-scale

φα
1−φ

The following algorithm describes how units for capital input, labor input, and en-
trepreneurial span of control can be chosen to match the entry rate of entrepreneurs,
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the ratio of human capital income to the physical capital stock, and the level of labor
demand.

1. Set k-scale(0) = 1 and solve 1 = max{(1−η),o Π̂
w̄R[U ]} for o = eµŌn-scale

φ(1−α)
1−φ k-scale

φα
1−φ .

2. Choose n-scale(0) such that given y

Ẑc × eµŌn-scale
1−αφ
1−φ k-scale

φα
1−φ N̂ c = Ẑc × o× n-scale(0)N̂ c !

= N̄ target.

3. Choose µ(1) to guarantee the targeted entry level:

εθ
(
Ō
)−ν

(1 + νλ−1)
=

εθ

(

o

eµn-scale
φ(1−α)
1−φ k-scale

αφ
1−φ

)−ν

(1 + νλ−1)

!
= Etarget

Thus
eµ

(1) ∝ o

n-scale
φ(1−α)
1−φ k-scale

αφ
1−φ

,

where 1− α is the labor share.

4. Choose k-scale(1) according to:

x ≡ ω

K
+

net end

K

=





1− φ

φ

d̄

αk-scale(1)
+
w̄(1− SEε− (1− ε)Entry) + εSE(w̄ + premium)

k̂eµ
(1)
ẐcŌ

(

n-scale(1)(1−α)φk-scale1−(1−α)φ
) 1

1−φ






=





1− φ

φ

d̄

αk-scale(1)
+
w̄(1− SEε− (1− ε)Entry) + εSE(w̄ + premium)

k̂eµ
(1)
ẐcŌ

(

n-scale(1)(1−α)φk-scaleαφ
) 1

1−φ
k-scale






=

(
1− φ

φ

d̄

αk-scale(1)
+
w̄(1− SEε− (1− ε)Entry) + εSE(w̄ + premium)

k̂oẐcŌk-scale(1)

)

,

where ω is the total human capital income, i.e.:

ω = ZΠ̄ + w̄(1− SEε− (1− ε)Entry) + εSE(w̄ + premium),

and using that unit profits can be written as:

Π̄ = (1− φ)φ
φ

1−φ

(
1− α

w̄

)φ(1−α)
1−φ (α

r̄

) φα
1−φ

n-scale
φ(1−α)
1−φ k-scale

φα
1−φ

≡ Π̂× n-scale
φ(1−α)
1−φ k-scale

φα
1−φ
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5. Compute the entry cutoff Ō:

Ō =
o

eµn-scale
φ(1−α)
1−φ k-scale

φα
1−φ

6. Verify that Ō > 1 and Ū > Ō, i.e.

w̄

Π̄eµ
(1− η) =

w̄

Π̂eµ × n-scale
φ(1−α)
1−φ k-scale

φα
1−φ

(1− η) > Ō

XXX



C.4 Impulse-response functions

C.4.1 IRFs to Independent Shocks

The IRFs are computed at the posterior mean for the establishment-level estimates in
Table 3 and the calibration in Table 2. The exception is the stochastic process for the
depreciation shock, which is turned off for the estimation. I calibrated the AR(1) process
with a persistence of 0.55 and a standard deviation of 0.1.
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Figure C.1: Impulse response to one standard deviation depreciation shock in baseline
log-linear model at posterior mean
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Figure C.2: Impulse response to one standard deviation wage shock in baseline log-linear
model at posterior mean
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Figure C.3: Impulse response to one standard deviation upside risk in baseline log-linear
model at posterior mean
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Figure C.4: Impulse response to one standard deviation downside risk shock in baseline
log-linear model at posterior mean
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Figure C.5: Impulse response to one standard deviation mean productivity shock in
baseline log-linear model at posterior mean
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C.4.2 IRFs to Mean Preserving Spread

Notice that the expected value of the unexpected productivity component is given by:

Et[Uit] =

∫ ∞

−∞

`trt
`t + rt

exp(u+min{`tu,−rtu})du =
`t

1 + `t

rt
rt − 1

=
1

1 + `−1
t

1

1− r−1
t

The mean of Et[Uite
µt ] is consequently given by 1

1+`−1
t

1
1−r−1

t

eµt .

In practice, I specify the shock process as

ln `t = (1− ρ`) ln ¯̀+ ρ` ln `t−1 − σ`ε
`
t

ln(rt − 1) = (1− ρr) ln(r̄ − 1) + ρr ln(rt−1 − 1)− σrε
r
t

lnµt = (1− ρµ) ln(µ̄ − 1) + ρµ lnµt−1 + σµε
µ
t ,

where the different signs of the shocks ensure that tail risk shocks increase the tail risk.
Re-write the mean accordingly:

Et[Uite
µt ] =

1

1 + `−1
t

1

1− r−1
t

eµt

=
1

1 + exp(− ln `t)

1

1− (1 + exp(ln(rt − 1)))−1
eµt

=
1

1 + exp(− ln `t)
(1 + exp(− ln(rt − 1)))eµt

The total derivative is given by:

dEt[Uite
µt ] = Et[Uite

µt ]

(
1

1 + exp(− ln `t)
d ln `t −

1

1 + exp(− ln(rt − 1))
d ln(rt − 1) + dµt

)

Thus, the mean preserving spread requires that:

dµt = − 1

1 + exp(− ln ¯̀)
d ln `t +

1

1 + exp(− ln(r̄ − 1))
d ln(rt − 1)

Note that to compute the IRF, a common persistence has to be imposed. In the
computations, I impose for clarity that ρ◦ = 0.
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Figure C.6: Employment response to mean-preserving spread upside and downside risk
shocks in baseline log-linear model at posterior mean
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C.5 Entry and exit with borrowing and lending

In the baseline model, the fixed cost of entry consists entirely of a loss of wages equal to
a fraction η of lifetime wages. To generalize, a pecuniary entry cost can be introduced
as ζΦω̄, where ζ ∈ (0, 1) is a scaling variable, Φ > 0 is a fixed cost parameter, and ω̄ is
the flow of human capital income in stationary equilibrium. To limit the number of free
parameters, I assume that households are endowed with ζω̄ at birth. They can finance
a fraction γ of the entry cost with risky debt: They default on their debt obligations
when they exit. Assuming there is a pooling equilibrium in the loan market, the gross
intra-period interest rate is (1− EX)−1, resulting in endogenous propagation. In terms
of the calibrated model above, the aggregate endowment net of entry cost is therefore
net end.t = θ(1− Entryt)ζω̄.

It can be shown that in this case the entry criterion becomes:

PDV (W ) + ζK = R[max{(1− η)PDV (W ) + ζ
(1− γ)Φω̄

1− EX
, O × UPDV (Π)} + ζω̄].

The exit criterion becomes: (1− η)PDV (W ) > O × UPDV (Π)− ζ γΦω̄
1−EX . The exit rate

now solves a fixed point problem, reflecting the fact that higher exit rates make default
more and entry less attractive. Otherwise the solution to the economy is unchanged.

Figure C.7 provides the IRF for two numerical examples, using ζ = 1, γ ∈ {0, 1},Φ =
1. With γ = 0, there is no loan market, while with γ = 1, the entrepreneur finances the
entire fixed cost with external debt. With full external financing, the pecuniary entry
cost is paid only if the entrepreneur is successful, providing partial insurance against
failure. Thus entry becomes even more attractive when upside risk increases. At the
same time, with the full external financing of the pecuniary entry cost, exit rates rise
as agents select less carefully and have a larger incentive to exit when downside risk
increases.
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Figure C.7: Elasticity of entry, exit, and productivity with respect to risk with fixed cost
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C.6 Data

I use data on employment from the Business Dynamics Statistics (BDS). The BDS are
based on the Longitudinal Business Database (LBD), which covers all employer business
in the US since 1976 and is based on administrative data. The BDS is organized by
sector, firm or establishment age, and firm or establishment employment size. Besides
employment data, it also contains data on the number of entering and exiting businesses.
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Figure C.8: Data used in estimation: Establishment-level
Note: Blue solid lines display the data without detrending used in the baseline estimation. Black dashed-

crossed lines display data after trend removal.
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Log employment, age ≤ 1 Employment growth, age ≥ 2
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Figure C.9: Data used in estimation: Firm-level
Note: Blue solid lines display the data without detrending. Black dashed-crossed lines display data after

trend removal. In the baseline estimation, only the upside risk time series is detrended.
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Figure C.10: Upside risk measured at 20+ employees: Establishment and firm level data

Note: Blue solid lines display the data without detrending. Black dashed-crossed lines display data after

trend removal.
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C.7 Comparison of datasets
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Figure C.11: Log countercumulative distribution function vs. log size for businesses age 0
at five-year intervals
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Figure C.12: Young businesses: net job creation and employment share by type of
business, 1979–2010
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C.7.1 Reduced form VAR evidence on risk and employment, average size,

and entry

Table C.1: Impulse-response on impact to upside risk and exit rate shocks: Aggregate
results

Specification New bus. employment Entry Avg size

Establishments, upside risk
Baseline 0.91(0.10,1.75) 0.49(-0.10,1.11) 0.41(-0.40,1.25)
Baseline, cutoff: 20+ 0.78(-0.03,1.62) -0.04(-0.60,0.52) 0.82(0.00,1.67)
Age 0 3.08(1.55,4.71) 1.18(0.20,2.18) 1.91(1.16,2.71)
Age 1 0.49(-0.27,1.29) -1.05(-1.69,-0.44) 1.54(0.78,2.36)

Establishments, exit rate
Baseline -1.42(-2.22,-0.67) -0.39(-0.98,0.19) -1.03(-1.84,-0.26)
Baseline, cutoff: 20+ -1.11(-1.91,-0.36) -0.33(-0.88,0.20) -0.78(-1.58,-0.01)
Age 0 -3.60(-5.07,-2.26) -2.32(-3.26,-1.46) -1.27(-1.98,-0.62)
Age 1 -0.75(-1.51,-0.02) -0.41(-1.00,0.16) -0.34(-1.09,0.38)

Firms, upside risk
Baseline 2.94(2.25,3.73) 1.89(1.40,2.44) 1.06(0.41,1.73)
Baseline, cutoff: 20+ 2.97(2.26,3.78) 1.19(0.71,1.70) 1.78(1.15,2.48)
Age 0 3.29(2.08,4.62) 0.77(0.05,1.53) 2.51(1.78,3.35)
Age 1 1.78(0.99,2.64) 0.13(-0.40,0.66) 1.65(1.03,2.34)

Firms, exit rate
Baseline 0.03(-0.56,0.63) -0.49(-0.93,-0.08) 0.52(-0.09,1.16)
Baseline, cutoff: 20+ -0.67(-1.29,-0.07) -0.36(-0.82,0.08) -0.31(-0.91,0.28)
Age 0 -3.23(-4.36,-2.20) -2.11(-2.80,-1.49) -1.12(-1.80,-0.46)
Age 1 -0.80(-1.57,-0.06) -0.97(-1.49,-0.49) 0.17(-0.42,0.76)

Shown are the posterior median and the 68% credible set in parentheses for different specifications of

new businesses and the corresponding risk measures.
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Table C.2: Impulse-response on impact to upside risk and exit rate shocks: Sectoral
results

SIC code 7 10 15-19 20-39 40-49 50-51 52-59 60-69 70-89

Establishments, upside risk
Employment 2.5 -1.3 -2.7 0.2 2.6 1.1 -0.4 4.1 2.4
to upside (1.0,4.0) (-4.6,2.0) (-4.4,-1.0) (-1.3,1.7) (0.6,4.7) (0.1,2.2) (-1.3,0.5) (2.6,5.8) (1.1,3.7)
Entry -2.2 -2.1 -1.2 -1.1 -0.7 -1.4 -1.1 0.4 0.5
to upside (-2.9,-1.6) (-3.3,-0.9) (-2.1,-0.4) (-1.7,-0.4) (-1.6,0.2) (-2.3,-0.5) (-1.7,-0.6) (-0.7,1.5) (-0.3,1.3)
Avg size 4.7 0.8 -1.4 1.2 3.3 2.5 0.8 3.8 1.9
to upside (3.4,6.2) (-1.9,3.5) (-2.6,-0.3) (-0.0,2.5) (1.4,5.4) (1.6,3.4) (0.0,1.5) (1.7,5.9) (0.7,3.1)

Establishments, exit rate
Employment -3.2 -13.3 -6.1 -0.7 -1.7 -2.6 -1.0 -0.7 -0.9
to exit (-4.6,-1.9) (-16.1,-10.9) (-7.6,-4.8) (-2.2,0.7) (-3.6,0.3) (-3.6,-1.7) (-1.9,-0.2) (-2.1,0.8) (-2.1,0.3)
Entry -0.7 -3.8 -1.0 -1.0 -0.7 -0.7 -0.2 1.5 -2.0
to exit (-1.3,-0.2) (-4.9,-2.9) (-1.8,-0.2) (-1.6,-0.4) (-1.5,0.2) (-1.6,0.1) (-0.7,0.3) (0.5,2.5) (-2.8,-1.4)
Avg size -2.5 -9.4 -5.1 0.3 -1.0 -1.9 -0.8 -2.1 1.2
to exit (-3.7,-1.4) (-11.9,-7.3) (-6.1,-4.3) (-0.9,1.5) (-2.9,0.9) (-2.6,-1.2) (-1.5,-0.1) (-4.1,-0.2) (0.1,2.3)

Emp. share 0.9 0.7 5.5 9.6 5.8 5.8 27.7 8.1 36.0
Firms, upside risk

Employment -1.2 4.5 -2.8 1.3 -0.2 0.7 -0.5 -0.5 2.4
to upside (-2.5,0.1) (0.2,8.9) (-4.1,-1.6) (0.0,2.6) (-1.3,1.0) (-0.4,1.8) (-1.2,0.1) (-1.6,0.5) (1.4,3.6)
Entry -1.8 -0.9 -1.4 -0.2 -0.9 -0.1 -0.7 0.1 -0.7
to upside (-2.5,-1.2) (-2.1,0.2) (-2.0,-0.9) (-0.7,0.3) (-1.7,-0.2) (-0.7,0.4) (-1.0,-0.5) (-0.5,0.8) (-1.5,0.1)
Avg size 0.6 5.4 -1.4 1.4 0.8 0.8 0.2 -0.7 3.2
to upside (-0.8,2.1) (1.9,9.2) (-2.5,-0.4) (0.3,2.6) (-0.2,1.7) (-0.1,1.7) (-0.4,0.8) (-1.5,0.1) (2.2,4.3)

Firms, exit rate
Employment -2.7 -10.1 -4.0 -1.5 -1.0 -1.6 -1.1 -2.5 -2.5
to exit (-4.0,-1.6) (-14.1,-6.4) (-5.1,-3.1) (-2.7,-0.4) (-2.2,0.1) (-2.7,-0.7) (-1.8,-0.5) (-3.6,-1.6) (-3.5,-1.6)
Entry -0.1 -1.2 -0.2 -1.5 0.2 -1.8 -0.1 -0.7 -2.6
to exit (-0.7,0.5) (-2.3,-0.1) (-0.7,0.3) (-2.0,-1.1) (-0.5,0.9) (-2.3,-1.3) (-0.3,0.2) (-1.3,-0.1) (-3.3,-1.9)
Avg size -2.6 -8.9 -3.9 -0.0 -1.2 0.1 -1.1 -1.9 0.1
to exit (-4.0,-1.3) (-12.2,-5.9) (-4.8,-3.1) (-1.1,1.1) (-2.1,-0.3) (-0.7,1.0) (-1.6,-0.6) (-2.6,-1.2) (-0.9,1.0)

Emp. share 1.4 0.7 8.6 8.4 4.3 5.2 26.1 5.5 40.2
Shown are the posterior median and the 68% credible set in parentheses. New business employment,

exit, and risk are defined for businesses up to age 1, as in the baseline aggregate specification.

SIC classifications underlying the sectors: 7 (agriculture), 10 (mining), 15-19 (construction), 20-39

(manufacturing), 40-49 (transport and utilities), 50-51 (wholesale), 52-59 (retail), 60-69 (finance,

insurance, real estate), 70-89 (business and other services).

XLVI



C.7.2 Historical variance decomposition by subsample

The following tables extend the historical variance decomposition from Table 4 separately
for the first and the second half of my sample.

Table C.3: Details of historical variance decomposition: Establishments, 1979–2010

(1) Upside (2) Downside (1) & (2) other
Full sample

Employment, rel var 0.17 (0.15,0.19) 0.22 (0.15,0.29) 0.38 (0.31,0.47) 1.00 (1.00,1.00)
age 1 corr 0.38 (0.33,0.44) 0.57 (0.54,0.62) 0.72 (0.65,0.76) 1.00 (1.00,1.00)
Employment rel var 0.04 (0.03,0.05) -0.01 (-0.01,0.00) 0.03 (0.02,0.04) 1.00 (1.00,1.00)
growth, age 2+ corr 0.20 (0.15,0.26) -0.04 (-0.07,0.00) 0.14 (0.09,0.19) 1.00 (1.00,1.00)
Exit, age 1 rel var 0.04 (0.02,0.08) 0.96 (0.92,0.98) 1.00 (0.99,1.00) 1.00 (1.00,1.00)

corr 0.36 (0.32,0.39) 0.99 (0.97,1.00) 1.00 (1.00,1.00) 1.00 (1.00,1.00)
Entry rel var 0.03 (0.01,0.04) 0.26 (0.17,0.38) 0.29 (0.19,0.41) 0.81 (0.72,0.91)

corr 0.19 (0.07,0.34) 0.55 (0.54,0.56) 0.57 (0.54,0.60) 0.80 (0.76,0.83)
Average size rel var 0.34 (0.30,0.38) -0.02 (-0.04,0.00) 0.32 (0.28,0.36) 0.33 (0.23,0.45)

corr 0.58 (0.53,0.61) -0.19 (-0.38,0.05) 0.53 (0.45,0.59) 0.48 (0.33,0.59)
1st half: 1979–1994

Employment, rel var 0.33 (0.29,0.37) 0.18 (0.13,0.23) 0.50 (0.43,0.58) 1.00 (1.00,1.00)
age 1 corr 0.49 (0.44,0.54) 0.31 (0.27,0.37) 0.63 (0.59,0.68) 1.00 (1.00,1.00)
Employment rel var 0.03 (0.02,0.04) -0.02 (-0.04,-0.01) 0.00 (-0.01,0.02) 1.00 (1.00,1.00)
growth, age 2+ corr 0.15 (0.11,0.20) -0.18 (-0.20,-0.15) 0.01 (-0.06,0.07) 1.00 (1.00,1.00)
Exit, age 1 rel var 0.04 (0.01,0.08) 0.97 (0.93,1.02) 1.01 (0.98,1.05) 1.00 (1.00,1.00)

corr 0.33 (0.25,0.41) 0.99 (0.97,1.00) 1.00 (0.99,1.00) 1.00 (1.00,1.00)
Entry rel var 0.04 (0.00,0.07) -0.01 (-0.03,0.02) 0.03 (-0.02,0.08) 0.38 (0.34,0.42)

corr 0.18 (0.02,0.25) -0.01 (-0.03,0.04) 0.04 (-0.03,0.13) 0.36 (0.30,0.41)
Average size rel var 0.12 (0.07,0.17) -0.01 (-0.08,0.02) 0.11 (0.03,0.16) -0.12 (-0.19,-0.06)

corr 0.16 (0.09,0.21) -0.13 (-0.37,0.34) 0.13 (0.03,0.20) -0.13 (-0.21,-0.07)
2nd half: 1995–2011

Employment, rel var 0.15 (0.13,0.17) 0.20 (0.14,0.28) 0.35 (0.29,0.44) 1.00 (1.00,1.00)
age 1 corr 0.51 (0.44,0.58) 0.87 (0.85,0.89) 0.82 (0.75,0.87) 1.00 (1.00,1.00)
Employment rel var 0.08 (0.07,0.08) -0.01 (-0.02,-0.00) 0.07 (0.05,0.08) 1.00 (1.00,1.00)
growth, age 2+ corr 0.44 (0.41,0.47) -0.10 (-0.14,-0.03) 0.26 (0.20,0.32) 1.00 (1.00,1.00)
Exit, age 1 rel var 0.01 (0.00,0.02) 0.99 (0.98,1.00) 1.00 (1.00,1.00) 1.00 (1.00,1.00)

corr 0.08 (0.02,0.12) 0.99 (0.98,1.00) 1.00 (1.00,1.00) 1.00 (1.00,1.00)
Entry rel var 0.05 (0.04,0.06) 0.28 (0.19,0.41) 0.33 (0.23,0.45) 0.96 (0.90,1.03)

corr 0.41 (0.35,0.46) 0.78 (0.78,0.79) 0.75 (0.72,0.77) 0.90 (0.89,0.90)
Average size rel var 0.42 (0.38,0.46) -0.02 (-0.04,-0.00) 0.40 (0.37,0.44) 0.55 (0.52,0.59)

corr 0.78 (0.75,0.80) -0.19 (-0.22,-0.02) 0.76 (0.68,0.80) 0.79 (0.75,0.82)
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Table C.4: Details of historical variance decomposition: Firms, 1979–2010

(1) Upside (2) Downside (1) & (2) other
Full sample

Employment, rel var 0.28 (0.26,0.29) 0.20 (0.14,0.26) 0.48 (0.41,0.55) 1.00 (1.00,1.00)
age 1 corr 0.54 (0.51,0.58) 0.63 (0.60,0.68) 0.76 (0.71,0.79) 1.00 (1.00,1.00)
Employment rel var 0.01 (0.00,0.01) -0.05 (-0.06,-0.03) -0.04 (-0.05,-0.03) 1.00 (1.00,1.00)
growth, age 2+ corr 0.02 (0.01,0.04) -0.28 (-0.29,-0.27) -0.12 (-0.14,-0.09) 1.00 (1.00,1.00)
Exit, age 1 rel var -0.01 (-0.02,-0.00) 1.01 (1.00,1.02) 1.00 (1.00,1.00) 1.00 (1.00,1.00)

corr -0.11 (-0.14,-0.08) 1.00 (0.98,1.00) 1.00 (1.00,1.00) 1.00 (1.00,1.00)
Entry rel var 0.06 (0.04,0.08) 0.25 (0.18,0.34) 0.31 (0.22,0.40) 0.90 (0.86,0.95)

corr 0.38 (0.35,0.41) 0.56 (0.55,0.58) 0.64 (0.62,0.65) 0.89 (0.88,0.91)
Average size rel var 0.25 (0.21,0.28) -0.02 (-0.02,-0.01) 0.23 (0.20,0.26) 0.33 (0.30,0.37)

corr 0.21 (0.20,0.23) -0.07 (-0.10,-0.05) 0.21 (0.19,0.22) 0.27 (0.25,0.28)
1st half: 1979–1994

Employment, rel var 0.68 (0.63,0.71) 0.09 (0.06,0.12) 0.76 (0.70,0.83) 1.00 (1.00,1.00)
age 1 corr 0.65 (0.63,0.67) 0.16 (0.11,0.25) 0.71 (0.69,0.73) 1.00 (1.00,1.00)
Employment rel var 0.02 (0.01,0.03) -0.05 (-0.07,-0.04) -0.03 (-0.05,-0.02) 1.00 (1.00,1.00)
growth, age 2+ corr 0.06 (0.04,0.07) -0.34 (-0.34,-0.33) -0.10 (-0.14,-0.06) 1.00 (1.00,1.00)
Exit, age 1 rel var 0.03 (0.01,0.05) 0.99 (0.96,1.00) 1.01 (1.00,1.02) 1.00 (1.00,1.00)

corr 0.22 (0.19,0.26) 0.99 (0.97,1.00) 1.00 (1.00,1.00) 1.00 (1.00,1.00)
Entry rel var 0.15 (0.12,0.18) -0.01 (-0.04,0.01) 0.14 (0.08,0.19) 0.56 (0.52,0.59)

corr 0.45 (0.40,0.54) -0.02 (-0.05,0.02) 0.18 (0.10,0.28) 0.58 (0.51,0.65)
Average size rel var 0.35 (0.29,0.39) -0.00 (-0.01,0.01) 0.34 (0.30,0.38) 0.21 (0.16,0.26)

corr 0.26 (0.24,0.28) -0.02 (-0.04,0.07) 0.26 (0.23,0.28) 0.15 (0.12,0.18)
2nd half: 1995–2011

Employment, rel var 0.24 (0.22,0.25) 0.20 (0.14,0.26) 0.43 (0.37,0.50) 1.00 (1.00,1.00)
age 1 corr 0.68 (0.64,0.74) 0.83 (0.82,0.84) 0.82 (0.79,0.85) 1.00 (1.00,1.00)
Employment rel var -0.04 (-0.04,-0.03) -0.10 (-0.13,-0.07) -0.13 (-0.16,-0.11) 1.00 (1.00,1.00)
growth, age 2+ corr -0.17 (-0.19,-0.14) -0.69 (-0.70,-0.66) -0.41 (-0.44,-0.37) 1.00 (1.00,1.00)
Exit, age 1 rel var -0.05 (-0.10,-0.02) 1.05 (1.02,1.10) 1.00 (1.00,1.00) 1.00 (1.00,1.00)

corr -0.67 (-0.71,-0.65) 1.00 (0.99,1.00) 1.00 (1.00,1.00) 1.00 (1.00,1.00)
Entry rel var 0.03 (0.00,0.06) 0.28 (0.20,0.38) 0.31 (0.22,0.42) 0.82 (0.78,0.89)

corr 0.36 (0.07,0.48) 0.73 (0.72,0.73) 0.71 (0.69,0.73) 0.91 (0.90,0.91)
Average size rel var 0.23 (0.20,0.26) -0.09 (-0.17,-0.04) 0.14 (0.06,0.19) 0.49 (0.39,0.55)

corr 0.23 (0.21,0.25) -0.31 (-0.33,-0.26) 0.17 (0.07,0.22) 0.41 (0.37,0.43)
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C.8 Robustness of historical variance decomposition

In my baseline estimates, I use employment for businesses aged zero or one year with
the upside risk estimated for the entering cohort using the frequencies of the 50 and 100
employee size bins only. The upside risk measure is a moving average of the past two
years to match the employment data. I consider the following robustness tests

1. Detrended: Baseline specification, but linear trends removed from all variables, not
only risk measure.

2. Age 0 risk and employment: For the same cutoffs, I use age 0 employment and risk
without averaging.

3. Age one risk and employment: For the same cutoffs, I use age one risk without
averaging.

4. GLS risk: Instead of using a local slope estimator using only the 50- and 100-
employee size bins, I use the entire right tail above 50 employees to estimate risk
using a weighted least squares estimator. The relative weights are to the inverse
frequency of the cells.

5. Baseline, risk 20+: I use the 20- and 50-employee size bins to estimate upside risk.

6. Job creation: Instead of using employment data, I construct employment based on
job creation as in Figure C.12: I use age 0 cohort job creation, which is positive
by construction, plus age one cohort net job creation, which is negative to obtain
each cohort’s employment.

7. same, risk 20+: This is the same scenario as above, but using the 20- and 50-
employee size bins to estimate upside risk.

Figure C.13 compares the five robustness checks to the baseline scenario. It shows that
the baseline result for the variance decomposition is largely robust: The alternative
estimates are centered around the baseline estimates.
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Figure C.13: Fraction of historical variance explained by risk: different specifications
Using different measures for upside risk and employment leaves the main results largely unchanged. Using

establishment-level data, about 40% of the historical variance is explained by risk. For firm level data,

the results vary between 28% and 68%. Across different specifications, both upside and downside risk

contribute to the observed variation in employment.
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