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AN EVALUATION OF INFLATION FORECASTS FROM SURVEYS 
USING REAL-TIME DATA 

 

ABSTRACT 

 

 This paper carries out the task of evaluating inflation forecasts from the 

Livingston Survey and the Survey of Professional Forecasters, using the real-time data 

set for macroeconomists as a source of real-time data.  We examine the magnitude and 

patterns of revisions to the inflation rate based on the output price index and describe 

what data to use as “actuals” in evaluating forecasts.  We then run tests on the forecasts 

from the surveys to see how good they are, using a variety of actuals.  We find that much 

of the empirical work from 20 years ago was a misleading guide to the quality of 

forecasts because of unique events during the earlier sample period.  Repeating that 

empirical work over a longer sample period shows no bias or other problems in the 

forecasts.  The use of real-time data also matters for some key tests on some variables. If 

a forecaster had used the empirical results from the late 1970s and early 1980s to adjust 

survey forecasts of inflation, forecast errors would have increased substantially.      
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AN EVALUATION OF INLATION FORECASTS FROM SURVEYS 
USING REAL-TIME DATA 

 

 Researchers continue to investigate whether forecasts of consumer price inflation 

from surveys (Michigan, Livingston, and Survey of Professional Forecasters) are biased 

and inefficient.1  Arguably, consumer price inflation is not the best measure of inflation 

because of index construction problems.  Better measures of trend inflation come from 

other variables, such as the GDP deflator.  But forecasts of the inflation rate in the GDP 

deflator are more difficult to evaluate because the past data are revised.   

 As part of the research program into rational expectations in the early 1980s, 

economists tested the inflation forecasts based on the GDP deflator from surveys and 

found a disturbing result:  the forecasts exhibited bias and inefficiency.  If 

macroeconomic forecasters had rational expectations, the forecast errors should have had 

much better properties; instead, the forecasters appeared to make systematic errors.  

Researchers concluded that perhaps macroeconomic forecasters were irrational or 

perhaps the surveys were poor measures of inflation expectations.  The major 

consequence was that forecast surveys developed a poor reputation and many researchers 

ignored them as a source of data on people’s expectations.2

 But perhaps the researchers in the early 1980s were hasty in their denunciation of 

the surveys.  If the researchers were correct, then it should have been a simple task to use 

their empirical results and provide new and improved forecasts that were better than 

those sold in the market.  The question is, were their results special to the data sample of 

                                                 

1 For a recent example, see Ang, Bekaert, and Wei (2005). 

2See Maddala (1991) and Thomas (1999) for literature reviews. 
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the time?  Also, were their results possibly an artifact of the data they were using?  After 

all, the GDP deflator is revised substantially.  And the sample period in which most of the 

earlier tests were performed was a time with numerous shocks to relative prices, which 

were only slowly reflected in the GDP weights.  As a result, a real-time analysis of the 

data is paramount.   

 This paper is the first to use a variety of real-time data serving as alternative bases 

for evaluation of forecast accuracy of inflation forecasts based on the output price index.  

Both the Livingston Survey and the Survey of Professional Forecasters are analyzed.  

Data revisions are examined to show how they might contribute to different results, 

depending on the choice of real-time data that are used in the forecast evaluation. 

 

THE DATA 

 In examining data on inflation and forecasts of inflation, we must account for the 

noise in high frequency measures of the data.  Analysts typically do not care about 

monthly or quarterly movements of inflation but often analyze it over longer periods, 

such as one year.  Because forecasts are often taken at such a frequency, the focus of this 

paper is on inflation and inflation forecasts measured over (roughly) a one-year time 

span.3   

 The real-time data set that we use to evaluate the forecasts is based on the work of 

Croushore and Stark at the Federal Reserve Bank of Philadelphia.4  Their real-time data 

                                                                                                                                                 

 
3 Bryan and Cecchetti (1994) provide a cogent description of the noise in inflation data. 

4 Croushore and Stark (2001) describe the structure of the real-time data set for macroeconomists and 
evaluate data revisions to some variables.  Stark and Croushore (2002) show how data revisions affect 
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set for macroeconomists collects snapshots of numerous macroeconomic time series data 

once each quarter since November 1965.  Data within any vintage of the data set can be 

used to show precisely what data were available to a forecaster at any given date.  The 

GDP deflator is one of the variables included within the data set.  The timing of the 

vintages is as of the middle day of the middle month of each quarter. 

 The only two surveys that span the period from the 1970s to today with forecasts 

for the GDP deflator are the Livingston Survey and the Survey of Professional 

Forecasters.  The Livingston Survey, which began in the 1940s, collects its forecasts from 

a wide array of economists, not all of whom have forecasting as their main job.5   The 

Survey of Professional Forecasters (SPF), which was known as the ASA-NBER Survey 

from 1968 to 1990 before it was taken over by the Federal Reserve Bank of Philadelphia, 

collects its forecasts from economists for whom forecasting is a major part of their jobs.   

 The Livingston Survey collects economists’ forecasts of real output and nominal 

output (GNP until 1991, GDP since 1992).  From these forecasts, we can calculate the 

implicit forecasts of inflation in the GNP or GDP deflator.  Survey forms are sent out 

about mid-May and mid-November each year and are due back in early June and 

December.  Because the first-quarter values of real output and nominal output are revised 

in late May each year, we assume that the forecasters knew the revised numbers before 

making their forecast, so we include those data in our real-time data set.  Similarly, we 

assume the forecasters know the value for the third quarter that is released in late 

                                                                                                                                                 

forecasts, while Croushore and Stark (2003) illustrate how data revisions have influenced major 
macroeconomic research studies. See the Philadelphia Fed’s website for the data set at:  
www.philadelphiafed.org/econ/forecast/reaindex.html. 
5 See Croushore (1997) for details on the Livingston Survey.  The survey’s data are all available online at:  
www.philadelphiafed.org/econ/liv/index.html. 
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November before making their forecasts.  This assumption means that the timing of the 

data is slightly different from that in the real-time data set for macroeconomists, so we 

collected all the late May and late November values to ensure that we include in our 

information set all the data available to the survey participants.  Because the survey calls 

for forecasts through the second quarter of the following year (for surveys due in June) 

and the fourth quarter of the following year (for surveys due in December), the 

forecasters are really making five-quarter-ahead forecasts.  Although the survey itself 

began in 1946 and forecasts for nominal output have been part of the survey since it 

began, forecasts for the level of real output did not begin until June 1971. So we begin 

our sample with that survey.  Our sample ends with the survey made in June 2004 

because that is the last survey whose one-year-ahead forecasts we can evaluate.  To avoid 

idiosyncratic movements in the forecasts, we examine the median forecast across the 

forecasters. 

 The Survey of Professional Forecasters collected forecasts of the GNP deflator 

from 1968 to 1991, the GDP deflator from 1992 to 1995, and the GDP price index since 

1996.6  The GNP deflator, GDP deflator, and GDP price index behave quite similarly, 

and there is no apparent break in the inflation series generated from the three different 

price indexes in either 1992 or 1996.  From these forecasts, we can calculate the implicit 

forecasts of inflation.  Survey forms are sent out four times a year after the advance 

release of the national income and product accounts in late January, April, July, and 

October and are due back before the data are revised in February, May, August, and 

                                                                                                                                                 

 
6 See Croushore (1993) for more on the SPF.  The survey forecasts can be found online at 
http://www.philadelphiafed.org/econ/spf/index.html. 
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November.  As a result, the survey forecasts match up exactly with the real-time data set 

for macroeconomists.  The survey calls for forecasts for each quarter for the current and 

following four quarters, so we can construct an exact four-quarter-ahead forecast.  The 

timing can be seen in the following example:  in late January 2005, the national income 

account data are released and the forecasters know the values of the GDP price index 

from 1947:Q1 to 2004:Q4.  They forecast levels of the GDP price index for 2005:Q1, 

2005:Q2, 2005:Q3, 2005:Q4, and 2006:Q1.  We examine their one-year-ahead forecasts 

based on their forecast for 2006:Q1 relative to their forecast for 2005:Q1.  Thus, the 

forecasts span a one-year (four-quarter) period, though it may be relevant to note that the 

end of their forecast horizon (2006:Q1) is five quarters after the last date for which they 

observe a realization (2004:Q4).  Although the survey itself began in 1968, the early 

forecasts for the GNP deflator were rounded to the nearest whole number, which causes 

the forecasts to be quite erratic in the early years of the survey.  Because of this, and to 

analyze the Livingston Survey and SPF forecasts on the same sample period, we look at 

the SPF forecasts made between 1971:Q1 and 2004:Q2.  Our sample ends with the 

surveys made in 2004:Q2, because that is the last survey whose one-year-ahead forecasts 

we can evaluate, given realized data through 2005:Q2 (the latest available data when the 

first draft of this paper was written).  As with the Livingston Survey, to avoid 

idiosyncratic movements in the forecasts, we examine the median forecast across the 

forecasters. 

   Let us begin our data analysis by looking at plots of the forecasts over time and 

some measures of the actual values of the inflation rate.  For the Livingston Survey, we 
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plot forecasts and actuals based on latest available data (as of August 2005) in Figure 1 

from 1971:H1 to 2004:H2.  The dates on the horizontal axis represent the dates at which 

a forecast was made.  The corresponding “forecast” point is the forecast for the five-

quarter period from the first quarter of the current year to the second quarter of the 

following year for June surveys, and from the third quarter of the current year to the 

fourth quarter of the following year for December surveys.  For example, the data points 

shown in the upper panel for 2004:H1 are: (1) the forecast from the June 2004 Livingston 

Survey for the inflation rate in the GDP price index from 2004:Q1 to 2005:Q2; and (2) 

the actual inflation rate in the GDP price index based on latest available data (dated 

August 2005) from 2004:Q1 to 2005:Q2.  In our date notation, “H” means “half year”; 

so, for example, the survey from 2004:H1 means the survey made in the first half of 

2004, which was released in June 2004.  In the lower panel of Figure 1, the forecast error 

is shown (defined as the actual value minus the forecast).   

 Figure 2 shows a similar plot for the Survey of Professional Forecasters.  For the 

SPF, we plot forecasts and actuals based on latest available data (as of August 2005) in 

Figure 2 from 1971:Q1 to 2004:Q2.  As in Figure 1, the dates on the horizontal axis 

represent the dates at which a forecast was made.  The corresponding “forecast” point is 

the forecast for the four-quarter period from the date shown on the horizontal axis; for 

example, the data points shown in the upper panel for 2004:Q2 are: (1) the forecast from 

the May 2004 SPF for the inflation rate in the GDP price index from 2004:Q2 to 

2005:Q2; and (2) the actual inflation rate in the GDP price index based on latest available 

data (dated August 2005) from 2004:Q2 to 2005:Q2.  In our date notation, “Q” means 

“quarter”; so, for example, the survey from 2004:Q2 means the survey made in the 
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second quarter of 2004, which was released in May 2004.  In the lower panel of Figure 2, 

the forecast error is shown (defined as the actual value minus the forecast). 

 The figures for both the Livingston Survey and the SPF have four features in 

common:  (1) inflation rose much higher than the forecasters thought it would after the 

oil-price shocks of the 1970s (more so in the Livingston Survey than in the SPF); (2) the 

forecasters were slow to reduce expected inflation in the early 1980s and their forecast 

errors were negative for a time (more so in the SPF than in the Livingston Survey); (3) 

forecast errors were fairly close to zero from the mid-1980s to about 2000; however, the 

SPF forecasts were persistently too high by a small amount in most of the 1990s;7 and (4) 

the upswing in inflation in the past few years caught forecasters by surprise.   

 

REAL-TIME DATA ISSUES 

 Before we examine the quality of the forecasts, we must tackle the difficult issue 

of what to use as actuals for calculating forecast errors.  In the discussion above, we 

based our analysis solely on the latest available data (as of August 2005), which is what 

is typically done in the forecasting literature.  But forecasters are quite unlikely to have 

anticipated the extent of data revisions to the price index that would not occur for many 

years in the future.  More likely, they made their forecasts anticipating the same methods 

of data construction being used contemporaneously by the government statistical 

agencies.  

 How big are the revisions to the data on the price index for output?  In the real-

time data set we can consider a variety of actuals, including the value recorded one-year 

                                                 

7 For more on this issue, see Croushore (1998b). 
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after the initial release, the value recorded three years after the initial release, the last 

value recorded before a new benchmark revision occurs (a concept that maintains a 

consistent method by which the government calculates growth rates, including the same 

base year), and the value recorded in the latest available data (as of August 2005).  How 

different are these alternative concepts of actuals?  And how large are the consequent 

data revisions? 

 Figure 3 shows all four concepts for actuals that we use in this paper for the four-

quarter inflation rate.  For each date shown on the horizontal axis, the actual value is 

defined as the inflation rate from four quarters ago to that date.  In the figure, it is hard to 

see big differences across the vintages, but the differences are as large as 1.4 percent, 

which could lead to somewhat different forecast errors.  Also, there are periods with 

persistent differences between the actuals, as in 1971 to 1973, 1979 to 1980, 1989 to 

1991, and 1994 to 1998.   

 Revisions from initial release to each of the actuals also vary substantially, as the 

four panels of Figure 4 show.8  The four panels all have the same scale, so you can 

observe the relative size of the revisions to the data and plot both quarterly data (so you 

can observe when shocks to the one-quarter inflation rate occur) and four-quarter data 

(our central object of interest).  The revisions based on one-year later data in panel a and 

the pre-benchmark revisions in panel c are fairly similar in size, although the largest 

revisions are quite different in magnitude.  But the three-year revisions in panel b and the 

revisions from initial to latest available in panel d are much larger and more volatile.  A 

                                                 

8 Aruoba finds that the annual inflation rate in the output deflator has a nonzero mean revision, though his 
concept of revision is slightly different from the one we use here, since he does not look at revisions caused 
by benchmark revisions. 
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number of revisions in the four-quarter inflation rate exceed 1 percent.  Histograms 

describing the distribution of the revisions (Figure 5, panels a, b, c, and d) show the range 

of revisions and their relative size and probability.  With such large revisions, tests of 

forecasts might well be affected, depending on what actuals are chosen to use in the 

evaluation.   

 Because the scaling in Figures 3 and 4 have a wide range to accommodate all the 

data, it is hard to discern how a particular number was revised.  But for any observation 

date, it is possible to track the inflation rate as it is successively revised across all the 

vintages since its initial release.  This is done in Figure 6 for the inflation rate between 

1973:Q1 and 1974:Q1.  The inflation rate for this period was initially released as 8.4 

percent in the vintage of May 1974, revised to 9.1 percent in August 1974, then back 

down to 8.3 percent in February 1976.  It bounces around a bit before being revised down 

to 7.5 percent in February 1981.  By February 1986 it is revised back up to 8.2 percent, 

bounces around a bit more over time, then is cut to 7.2 percent (its historical low point) in 

the data vintage of February 1996, which is the first vintage with chain weighting.  Minor 

redefinitions since then cause the number to fluctuate slightly, and in the latest available 

data set (August 2005), it is 7.6 percent.  With so many fluctuations in the measure of the 

inflation rate, it is clear that the result of any statistical method that evaluates a forecast 

made in 1973:Q1 for the coming year is going to depend significantly on what is chosen 

to serve as the actual value of the variable. 

 Even in the longer run, revisions to the inflation rate are significant.  To see this, 

consider the average inflation rate over five-year intervals, measured at different vintage 

dates.  In Table 1, we consider vintage dates for every pre-benchmark vintage and show 
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the five-year average inflation rate. Across vintages, the five-year average inflation rate 

changes by as much as 0.7 percentage point.  Thus, the value of the inflation rate for 

substantial periods of time is not precisely measured. 

 

ARE THE FORECASTS BIASED? 

 In the literature on testing forecasts for accuracy, a key test is one to see if the 

forecasts are biased.  A forecast is biased if forecasts differ systematically from their 

realized values.  We examine bias in forecasts by regressing the actuals on the forecasts 

and testing the null hypothesis that the constant term equals zero and the slope coefficient 

equals one.9  If the null hypothesis is rejected, then the forecasts are biased.  We will 

examine regressions of this type, using our four alternative definitions of actuals to see if 

the test results are sensitive to the choice of actuals. 

 A glance at the early years shown in Figures 1 and 2 suggests that the forecasts 

are biased.  Because many of the studies of bias in the survey data were undertaken in the 

early 1980s, during the period in which the theory of rational expectations was being 

tested empirically, it is clear why the tests suggested that the survey forecasts were not 

rational.  Scatter plots of the data from both surveys allow us to eyeball the bias in the 

surveys, as shown in Figure 7.  In the period from 1971 to 1981, there is a clear tendency 

in both surveys for the forecasts to be too low (points to the left of the 45-degree line) 

relative to actuals.  After that, however, from 1982 to 2004 the forecasts are much better 

                                                 

9 Alternative tests for bias include calculating the forecast error (defined as actual minus forecast) and 
testing whether the mean over time of the forecast errors is zero, or performing a sign test, which tests for a 
zero median.  These tests are performed in the next section. 
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in both surveys, with a slight tendency in the SPF for the forecasts of inflation to be too 

high. 

 To examine the bias more formally, we run the bias test, based on the regression:   

  f
t t tπ α βπ ε= + + ,              (1) 

where πt is the actual inflation rate and f
tπ is the forecast at each date t.  If the forecasts 

are not biased, we should estimate α̂ = 0 and β̂ = 1, as first suggested by Theil (1966).  

Webb (1987), however, has challenged this view of bias, arguing that even if we reject 

this joint hypothesis, data revisions, coefficients that change over time, and peso-type 

problems may prevent someone from using the results of Equation (1) to make better 

forecasts.   

 Most studies have focused on bias tests for inflation forecasts by looking at the 

consumer price index.  Only a few studies have examined the forecasts of the output price 

index as we do here.  A number of papers investigate bias in the inflation forecasts but 

suffer from a failure to account for the nature of real-time data, including Dua and Ray 

(1992), Hafer and Hein (1985), Rhim et al. (1994), and Vanderhoff (1984).  The most 

notable study that accounts for data revisions and finds bias in the forecasts is Zarnowitz 

(1985), who finds bias in the SPF forecasts from 1968 to 1979, using pre-benchmark 

vintages as actuals.  By contrast Keane and Runkle (1990) find evidence against bias 

using individual data, rather than the survey average data that Zarnowitz used.  Following 

up on Zarnowitz, Baghestani and Kianian (1993) found the SPF output deflator forecasts 

biased from 1981 to 1991, though they used the advance NIPA release as actuals. 

 In testing forecasts over a four-quarter (SPF) or five-quarter horizon (Livingston), 

we face the issue of overlapping observations.  Because the forecasts span a longer period 
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than the sampling frequency, any shock affects the actuals for several consecutive 

periods.  For example, an oil-price shock in 1973:Q2 affects any measurement of actuals 

that includes that quarter and therefore the forecast errors for forecasts made over the 

period, including 1973:Q2.  For the SPF, this means that the forecast errors from surveys 

taken in 1972:Q2, 1972:Q3, 1972:Q4, 1973:Q1, and 1973:Q2 are all correlated; for the 

Livingston Survey, correlation occurs among forecast errors from surveys taken in 

1972:H1, 1972:H2, and 1973:H1.  To allow for these overlapping observations, we must 

either cut the SPF sample into five pieces (taking every fifth observation) and the 

Livingston Survey into three pieces, or adjust the covariance matrix using methods 

suggested by Brown and Maital (1981), using the method of Hansen and Hodrick (1980), 

perhaps as modified by Newey and West (1987) to guarantee a positive definite 

covariance matrix. 

 Table 2 shows the results of the test for bias for the Livingston Survey and the 

SPF, with both alternative methods of accounting for overlapping observations and with 

two different actuals, latest available and pre-benchmark.  The test is run for both the first 

11 years of the sample (1971 to 1981) and for the full sample.  The coefficient estimates 

for Equation (1) are shown along with the 2R , the Durbin-Watson statistic, and the p-

value for the joint hypothesis test of a zero constant and slope = 1.  When we use the 

sample with overlapping observations, the p-value is based on a chi-squared test using the 

Newey-West method for adjusting the covariance matrix.  When we split the sample to 

avoid the problem of overlapping observations, the p-value is based on an F test.  A p-

value of less than 0.05 indicates a rejection of the null hypothesis of unbiasedness. 

 13



 For the Livingston Survey, shown in panel a, using latest available data on 

actuals, we reject the null hypothesis of unbiased forecasts for the 1971 to 1981 period; 

but over the full sample, we do not reject the null.  We get the same result no matter how 

we deal with the overlapping-observations problem with actuals being the latest available 

data.  This result is weakened somewhat when we use pre-benchmark vintages as actuals, 

in which case the adjustment of the covariance matrix to deal with the overlapping-

observations problem on the early sample leads to no rejection of the null hypothesis.  

But for the three split samples, we continue to reject the null hypothesis for the 1971 to 

1981 period.  For the SPF, however, the survey looks more unbiased.  The only rejection 

that we have is for the overlapping-observations sample for the 1971 to 1981 period; in 

all other cases, we do not reject the null.  Looking at other actuals (one year later and 

three years later), the pattern in terms of rejections of the null hypothesis is exactly like 

that for pre-benchmark actuals for both surveys, so those results are not reported here.   

FORECAST-IMPROVEMENT EXERCISES 

The next question we seek to answer is:  if you observed the pattern of past forecast 

errors, could you have used the knowledge to make better forecasts?  Consider trying to 

improve on the forecasts in the following way.  Run the bias regression in Equation (1), 

estimate α̂ and β̂ , then create a new and improved forecast, i
tπ : 

  ˆˆi
t t

fπ α βπ= + .               (2) 

 Those who argued in the early 1980s that the forecasts were irrational suggested 

that this approach would have led forecasters to have much smaller forecast errors than in 

fact they had.  But suppose we had followed their advice over time.  How big would the 

 14



subsequent forecast errors be?  And would following this advice lead to a lower root-

mean-squared forecast error (RMSFE)?   

 Running this experiment, using real-time data, leads to the results shown in Table 

3.   We try the forecast-improvement exercise in three different ways. The “full sample” 

results use all the forecasts starting in 1971 in a rolling fashion. We begin with the 

forecasts made in 1983:H1 for the Livingston Survey and 1978:Q1 for the SPF, to ensure 

that our regression has at least 20 observations. We run the regression given by Equation 

(1), use the estimates of α̂ and β̂ , then create a new and improved forecast, i
tπ according 

to Equation (2). Then we step forward one period, add one more data point to the sample, 

then rerun Equation (1) and form a new and improved forecast from Equation (2). For 

each date, we collect just the one-year-ahead forecast formed at that date. We proceed in 

this fashion through the end of the sample. Then, we calculate the root-mean-squared 

error (RMSE) of the forecasts made by the forecast-improvement method and compare 

them with the RMSE of the survey itself. 

 The columns labeled “10-year Window” and “5-year Window” repeat the exercise 

described above. But instead of using all the forecasts going back to 1971, they use just 

10 years of forecasts and five years of forecasts, respectively, ignoring the early forecasts. 

The idea here is that the degree of bias in the forecasts may have changed over time, so 

this method allows us to ignore the older forecasts in attempting to improve later 

forecasts.  

 The results show that the use of Equation (2) to improve the survey results is not 

very fruitful.  The RMSE for any attempt at forecast improvement is higher than the 

RMSE for the original survey. Interestingly enough, the root-mean-squared-forecast error 
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for the original survey is not much affected by whether we use as actuals the one-quarter-

later value or the one-year-later value.   

 The results are somewhat sensitive to the sample period chosen. However, if the 

sample begins earlier, there are fewer observations in the early part of the sample period, 

so the attempt at forecast improvement is thwarted by additional sampling uncertainty. If 

the sample begins later, the surveys are more accurate, and there is less to improve upon, 

as the period of substantial bias in the survey drops out of the sample. 

 

ADDITIONAL TESTS FOR FORECAST ACCURACY 
 
 Diebold and Lopez (1996) suggest a variety of tests that forecasts should pass, 

other than bias tests. 

 Sign Test.  The sign test is based on the hypothesis that forecast errors are 

independent with a zero median.  As a result, the number of positive observations in the 

sample has a binomial distribution.  The sign test is valid only for samples that do not 

have overlapping observations, so we cut the Livingston sample into three parts and the 

SPF sample into five parts to run the test.   

 The results are shown in Table 4.  Choosing a significance level of 0.05, we reject 

the null for a sample split into n sub-samples at a significance level of 0.05/n.  More 

precisely, if we have n independent samples, for each sample the relevant significance 

level is α, where α is given by the equation: 1 – (1 – α)n = 0.05.  For n = 3, α = 0.0170; 

for n = 5, α = 0.0102.  If the p-value shown in the right-hand column is less than this, we 

would reject the null hypothesis.   
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 In no case do we reject the null hypothesis that the forecast errors are independent 

with a zero median.  Thus the forecasts appear to pass the sign test, at least for using 

latest available data as actuals and pre-benchmark data as actuals. 

 Wilcoxon Signed-Rank Test.  Under the same null hypothesis of independent 

errors with a zero median, the Wilcoxon signed-rank test also requires a symmetric 

distribution, thus accounting for the relative magnitudes of the forecast errors.  The test 

statistic is the sum of the ranks of the absolute values of the positive forecast errors, 

where the forecast errors are ranked in increasing order, which is distributed as a standard 

normal. 

 Table 5 shows the results, with p-values reported in the last column.  The null 

hypothesis is never rejected for any of the subsamples for both surveys.   

 Zero-Mean Test.   Good forecasts should be such that the mean forecast error is 

zero.  Again, as Table 6 shows, the forecasts pass the test easily, as the mean of each 

forecast is quite close to zero, whether we use latest available actuals or pre-benchmark 

actuals. 

 Dufour Test.  The Dufour test is a bit more sophisticated than the sign test and 

the Wilcoxon signed-rank test, but it is based on the same principle.  It follows the same 

structure as the Wilcoxon test but is applied to the product of successive forecast errors, 

thus testing whether the forecast errors are white noise.   

 The results are shown in Table 7.  Again, in no case do we reject the null 

hypothesis.  Thus, we cannot reject the hypothesis that the forecast errors are white noise. 

 Pearce Test.  Perhaps the most convincing study of rational expectations in the 

1970s was Pearce (1979).  Pearce made the observation that, looking at CPI data, if you 
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were to simply estimate an ARIMA model using standard Box-Jenkins techniques, you 

would create better forecasts than the Livingston Survey had.  This test was so simple 

that it convinced even the most diehard supporter of rational expectations that something 

was wrong with the survey forecasts.  But, again, Pearce’s sample period happened to be 

fairly short and was one in which inflation generally rose unexpectedly.  With more than 

20 more years of data, is Pearce’s result still valid?  Croushore (1998a) argues that it is 

not for the case of the CPI.10  We can run a similar exercise for the output price index.   

 Pearce assumed that the model appropriate for inflation was an IMA(1,1) 

process.11  We run one set of experiments based on that process, and another in which we 

assume an AR process that is determined by calculating SIC values period by period, thus 

allowing the model to change over time.  We also run two permutations, one with real-

time data and one with latest available data, to see how much real-time data matters for 

creating such forecasts, as in Stark and Croushore (2002).   

 The results of the exercise are shown in Table 8.  There is little support for the 

view that a simple ARIMA model can do better than the survey forecasts.  The best 

evidence in favor of the ARIMA model comes from using latest available data rather than 

real-time data, and only for the SPF when latest available data are used as actuals.  Thus, 

there is no way that a forecaster in real time could have used an ARIMA model to 

improve on the survey forecasts. 

 

                                                 

10 Ang, Bekaert, and Wei (2005) perform a similar test with the same result. 

11 See Stock and Watson (2006) for a detailed analysis of forecasting inflation using an IMA(1,1) process. 
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CONCLUSION 

 The Livingston Survey and the Survey of Professional Forecasters developed poor 

reputations because of the systematic pattern of forecast errors found in the 1970s.  Using 

basic statistical tests, researchers found that the forecast errors from the surveys failed to 

pass a number of basic tests, most importantly the Pearce test.  But when we look at a 

much longer sample of data, which goes beyond the years in which movements of 

inflation were dominated by oil-price shocks and bad monetary policy, we find that the 

inflation forecasts pass those statistical tests convincingly.  In addition, the evaluation of 

forecast errors depends in part on the choice of actuals, with actuals taken to be latest 

available data providing the least favorable evaluation of the forecasts.    

 The bottom line is: if you want a good measure of inflation expectations, you 

should use the forecasts from the SPF or Livingston surveys. 
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Table 1 
Average Inflation Rate of Over Five Years 

For Pre-Benchmark Vintages 
Annualized percentage points 

 
Vintage Year: ‘75 ‘80 ‘85 ‘91 ‘95 ’99 ’03 ‘05  
Period 
49Q4 to 54Q4 2.6 2.7 2.7 2.5 2.4 2.6 2.5 2.6 
54Q4 to 59Q4 2.6 2.6 2.6 2.9 2.9 2.4 2.5 2.5 
59Q4 to 64Q4 1.4 1.5 1.5 1.6 1.6 1.3 1.3 1.3 
64Q4 to 69Q4 3.6 3.9 3.9 4.1 4.1 3.7 3.7 3.7 
69Q4 to 74Q4 6.3 6.5 6.2 6.8 6.5 6.3 6.3 6.3 
74Q4 to 79Q4 NA 7.1 7.0 7.5 7.7 7.2 7.1 7.1 
79Q4 to 84Q4 NA NA 6.1 6.1 6.4 6.2 6.0 6.0 
84Q4 to 89Q4 NA NA NA 3.3 3.6 3.4 3.1 3.0 
89Q4 to 94Q4 NA NA NA NA 2.9 3.1 2.8 2.7 
94Q4 to 99Q4 NA NA NA NA NA NA 1.7 1.6 
99Q4 to 04Q4 NA NA NA NA NA NA NA 2.3 
 
 
This table shows the inflation rates over the five year periods shown in the first column for each pre-benchmark vintage shown in 
the column header. 
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Table 2a 
Test for Bias, Livingston Survey 

 
 Sample period      α̂     β̂    2R   D.W.          p-value 
 
Actuals=Latest 
Overlapping Observations 
First subsample: 
 71H1-81H2   4.160   0.643  0.37  0.44  .012 
    (1.643)  (0.189) 
Full sample: 
 71H1-04H1   -0.625   1.100  0.73  0.29  .460 
    (0.512)  (0.113) 
 
Split-Sample Results 
First subsample: 
 71H1-81H2   3.160   0.752  0.29  1.89  .001 
    (3.050)  (0.379) 
 
 71H1-04H1   -0.954   1.168  0.75  1.01  .140 
    (0.820)  (0.142) 
Second subsample: 
 71H1-81H2   4.403   0.621  0.52  2.41  .000 
    (1.898)  (0.225) 
 
 71H1-04H1   -0.374   1.052  0.76  0.93  .720 
    (0.766)  (0.129) 
Third Subsample: 
 
 71H1-81H2   4.947   0.555  0.11  2.58  .000 
    (3.397)  (0.420) 
 
 71H1-04H1   -0.592   1.089  0.66  0.90  .493 
    (0.962)  (0.167) 
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Table 2a (continued) 
 
 Sample period      α̂     β̂    2R   D.W.  p-value 
 
Actuals=Pre-Benchmark Vintage 
Overlapping Observations 
First subsample: 
 71H1-81H2   3.664   0.716  0.29  0.43  .121 
    (2.379)  (0.253) 
Full sample: 
 71H1-04H1   -0.770   1.143  0.71  0.35  .319 
    (0.510)  (0.118) 
 
Split-Sample Results 
First subsample: 
 71H1-81H2  2.464   0.811  0.23  1.93  .010 

(3.681)  (0.458) 
 

 71H1-04H1  -0.881   1.150  0.72  1.43  .197 
    (0.868)  (0.150) 
Second subsample: 
 71H1-81H2   4.189   0.677  0.32  2.56  .000 
    (2.899)  (0.344) 
 
 71H1-04H1   -0.610   1.113  0.73  1.47  .354 
    (0.869)  (0.147) 
Third Subsample: 
 
 71H1-81H2   4.410   0.660  0.08  2.66  .000 
    (4.358)  (0.539) 
 
 71H1-04H1   -0.848   1.172  0.66  1.33  .137 
    (1.042)  (0.181) 
 
 
 
 
 
 
 
 
 
 
 
Note: standard errors are in parentheses.  
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Table 2b 
Test for Bias, SPF 

 
 Sample period      α̂     β̂    2R   D.W.           p-value 
Actuals=Latest Available 
Overlapping Observations 
First subsample: 
 71Q1-81Q4   4.327   0.486  0.20  0.18  .012 
    (1.604)  (0.229) 
Full sample: 
 71Q1-04Q2   -0.200   1.036  0.64  0.13  .866 
    (0.422)  (0.114) 
 
Split-Sample Results 
First subsample: 
 71Q1-81Q4   3.922   0.537  0.24  2.15  .135 
    (1.950)  (0.297) 
 
 71Q1-04Q2   -0.164   0.997  0.67  0.96  .826 
    (0.656)  (0.139) 
Second subsample: 
 71Q1-81Q4    4.834   0.392  0.10  2.05  .065 
    (1.854)  (0.288) 
 
 71Q1-04Q2   -0.028   0.989  0.62  1.06  .965 
    (0.693)  (0.148) 
Third Subsample: 
 
 71Q1-81Q4   4.366   0.485  0.08  2.18  .162 
    (2.438)  (0.377) 
 
 71Q1-04Q2   -0.256   1.048  0.62  1.14  .941 
    (0.736)  (0.158) 
Fourth Subsample: 
 71Q1-81Q4   3.722   0.612  0.15  1.88  .140 
    (2.437)  (0.390) 
 
 71Q1-04Q2   -0.357   1.106  0.63  0.89  .795 
    (0.742)  (0.165) 
 
Fifth Subsample: 
 71Q1-81Q4   4.589   0.435  0.04  1.95  .141 
    (2.420)  (0.383) 
 
 71Q1-04Q2   -0.238   1.051  0.62  0.87  .946 
    (0.724)  (0.159) 
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Table 2b (continued) 
 Sample period      α̂     β̂    2R   D.W.          p-value 
 
Actuals=Pre-Benchmark Vintage 
Overlapping Observations 
First subsample: 
 71Q1-81Q4   4.110   0.527  0.15  0.17  .110 
    (2.254)  (0.309) 
Full sample: 
 71Q1-04Q2   -0.301   1.069  0.61  0.15  .798 
    (0.450)  (0.122) 
 
Split-Sample Results 
First subsample: 
 71Q1-81Q4   4.090   0.532  0.09  2.22  .245 
    (2.667)  (0.406) 
 
 71Q1-04Q2   -0.335   1.043  0.63  1.41  .864 
    (0.749)  (0.158) 
Second subsample: 
 71Q1-81Q4    4.324   0.482  0.07  1.96  .196 
    (2.477)  (0.384) 
 
 71Q1-04Q2   -0.167   1.029  0.60  1.39  .975 
    (0.765)  (0.164) 
Third Subsample: 
 71Q1-81Q4   3.591   0.624  0.08  2.18  .314 
    (3.078)  (0.476) 
 
 71Q1-04Q2   -0.427   1.101  0.60  1.48  .846 
    (0.817)  (0.174) 
Fourth Subsample: 
 71Q1-81Q4   3.707   0.587  0.08  1.80  .252 
    (2.793)  (0.447) 
 
 71Q1-04Q2   -0.357   1.103  0.62  1.11  .814 
    (0.757)  (0.757) 
 
Fifth Subsample: 
 71Q1-81Q4   4.858   0.405  –0.05  1.85  .250 
    (3.207)  (0.507) 
 
 71Q1-04Q2   -0.258   1.076  0.57  1.16  .904 
    (0.825)  (0.181) 
 
Note: standard errors are in parentheses.  
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Table 3 

RMSFEs for Forecast-Improvement Exercises 
 
       Attempts to Improve on Survey 
 
     Original  Full  10-year           5-year 
Survey       Period   Survey Sample Window        Window 
 
 
Actuals = One-Year Later 
 
Livingston  1983:H1–2002:H2 0.94  1.56  1.62  1.47 
 
SPF  1978:Q1–2003:Q2 1.09  1.66  1.76  1.69  
 
 
Actuals = One-Quarter Later 
 
Livingston  1983:H1–2002:H2 0.98  1.52  1.60  1.45 
 
SPF  1978:Q1–2003:Q2 1.11  1.67  1.71  1.82 
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Table 4 
Sign Test 

 
 
       
Survey       Period Subsample N      Reject null?          p-value 
Actuals=Latest 
Livingston  ‘71H1-’04H1        1  23  no   .1444 
           2  22  no   .6698 
           3  22  no   .3938 
 
SPF  ‘71Q1-’04Q2        1  26  no   .4328 
           2  27  no   .1779 
           3  27  no   .3359 
           4  27  no   .8474 
           5  27  no   .8474 
 
 
Actuals=Pre-Benchmark 
Livingston  ‘71H1-’04H1        1  23  no   .2971 
           2  22  no   .2008 
           3  22  no   .3938 
 
SPF  ‘71Q1-’04Q2        1  26  no   .1166 
           2  27  no   .1779 
           3  27  no   .1779 
           4  27  no   .8474 
           5  27  no   .5637 
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Table 5 
Wilcoxon Signed-Rank Test 

 
 
       
Survey       Period Subsample N      Reject null?         p-value 
Actuals=Latest 
Livingston  ‘71H1-’04H1        1  23  no   .4115 
           2  22  no   .4651 
           3  22  no   .5057 
 
SPF  ‘71Q1-’04Q2        1  26  no   .2376 
           2  27  no   .3366 
           3  27  no   .4279 
           4  27  no   .7186 
           5  27  no   .3488 
 
 
Actuals=Pre-Benchmark 
Livingston  ‘71H1-’04H1        1  23  no   .5034 
           2  22  no   .3382 
           3  22  no   .4264 
 
SPF  ‘71Q1-‘04Q2        1  26  no   .1742 
           2  27  no   .2488 
           3  27  no   .3488 
           4  27  no   .5971 
           5  27  no   .4004 
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Table 6 
Zero-Mean Test 

       
Survey       Period Subsample N      Reject null?           p-value 
Actuals=Latest 
Livingston  ‘71H1-’04H1        1  23  no   .8308 
           2  22  no   .7708 
           3  22  no   .7525 
 
SPF  ‘71Q1-’04Q2        1  26  no   .9791 
           2  27  no   .9562 
           3  27  no   .7492 
           4  27  no   .7070 
           5  27  no   .7070 
 
 
Actuals=Pre-Benchmark 
Livingston  ‘71H1-’04H1        1  23  no   .8308 
           2  22  no   .7708 
           3  22  no   .9157 
 
SPF  ‘71Q1-’04Q2        1  26  no   .5319 
           2  27  no   .7976 
           3  27  no   .3135 
           4  27  no   .8208 
           5  27  no   .8738 
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Table 7 
Dufour Test 

       
Survey       Period Subsample N      Reject null?           p-value 
Actuals=Latest 
Livingston  ‘71H1-’04H1        1  22  no   .1080 
           2  21  no   .0496 
           3  21  no   .0420 
 
SPF  ‘71Q1-’04Q2        1  25  no   .3533 
           2  26  no   .3337 
           3  26  no   .4237 
           4  26  no   .3158 
           5  26  no   .4237 
 
 
Actuals=Pre-Benchmark 
Livingston  ‘71H1-’04H1        1  22  no   .3720 
           2  21  no   .0918 
           3  21  no   .0792 
 
SPF  ‘71Q1-’04Q2        1  25  no   .3819 
           2  26  no   .5850 
           3  26  no   .5850 
           4  26  no   .6752 
           5  26  no   .5506 
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Table 8 
Pearce Test 

Root Mean Squared Forecast Errors 
 
               Real-Time Data          Latest Available Data 
Sample period   Survey IMA(1,1) SIC  IMA(1,1) SIC 
Survey of Professional Forecasters 
Actuals=Latest 
 
1971:Q1–1981:Q1 2.237  2.360  3.286  2.249  3.032  
 
1971:Q1–2004:Q2 1.538  1.589  1.998  1.507  1.819  
 
Actuals=Pre-Benchmark 
 
1971:Q1–1981:Q1 2.584  2.771  3.578  2.667  3.325  
 
1971:Q1–2004:Q2 1.691  1.786  2.147  1.719  1.980 
 
 
Livingston Survey 
Actuals=Latest 
 
1971:H1–1981:H1 2.380  3.196  4.980  3.133  4.611  
 
1971:H1–2003:H2 1.696  1.968  2.880  1.899  2.661  
 
Actuals=Pre-Benchmark 
 
1971:H1–1981:H1 2.795  3.639  5.316  3.592  4.946  
 
1971:H1–2003:H2 1.860  2.222  3.070  2.171  2.861 
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Figure 1
Inflation Forecast from Livingston Survey
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Figure 1:  Inflation Forecast from Livingston Survey 
These charts show, in the top panel, the inflation forecast from the Livingston Survey from 
1971:H1 to 2004:H1, compared with actual values based on latest available data; and in the 
bottom panel, the resulting forecast error.   
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Figure 2
Inflation Forecast from SPF
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Figure 2:  Inflation Forecast from SPF 
These charts show, in the top panel, the inflation forecast from the SPF from 1971:Q1 to 
2004:Q2, compared with actual values based on latest available data; and in the bottom panel, 
the resulting forecast error.   
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Figure 3
Alternative Actuals for the Inflation Rate
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Figure 4, panel a
Revisions to Inflation Rate

Initial to One Year Later
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Figure 4, panel b
Revisions to Inflation Rate
Initial to Three Years Later
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Figure 4, panel c
Revisions to Inflation Rate
Initial to Pre-Benchmark
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Figure 4, panel d
Revisions to Inflation Rate
Initial to Latest Available
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Figure 5:  Histograms Showing the Distribution of Data Revisions 

Histogram For Initial to One-Year Revision, four quarter growth
N. Obs =155
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Histogram For Initial to Three-Year Revision, four quarter growth
N. Obs =147
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Histogram For Initial to Pre-Benchmark Revision, four quarter growth
N. Obs =159

R
el

at
iv

e 
Fr

eq
ue

nc
y

-1.5 -1.0 -0.5 0.0 0.5 1.0 1.5
0.0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

 

Histogram For Initial to Latest Revision, four quarter growth
N. Obs =159
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Figure 6
Inflation Rate from 1973Q1 to 1974Q1

(as viewed from the perspective of 126 different vintages)
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Figure 7, panel a 
Forecasts Versus Latest-Available Actuals

Livingston Survey: 1971:H1 to 1981:H2
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Figure 7, panel b 
Forecasts Versus Latest-Available Actuals

SPF: 1971:Q1 to 1981:Q4
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Figure 7, panel c 
Forecasts Versus Latest-Available Actuals

Livingston Survey: 1971:H1 to 2004:H1
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Figure 7, panel d 
Forecasts Versus Pre-Benchmark Actuals

SPF: 1971:Q1 to 2004:Q2

0

2

4

6

8

10

12

0 2 4 6 8 10

Forecast (percent)

A
ct

ua
l (

pe
rc

en
t)

12

 

 42



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /All
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams false
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile ()
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000500044004600206587686353ef901a8fc7684c976262535370673a548c002000700072006f006f00660065007200208fdb884c9ad88d2891cf62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef653ef5728684c9762537088686a5f548c002000700072006f006f00660065007200204e0a73725f979ad854c18cea7684521753706548679c300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002000740069006c0020006b00760061006c00690074006500740073007500640073006b007200690076006e0069006e006700200065006c006c006500720020006b006f007200720065006b007400750072006c00e60073006e0069006e0067002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f00630068007700650072007400690067006500200044007200750063006b006500200061007500660020004400650073006b0074006f0070002d0044007200750063006b00650072006e00200075006e0064002000500072006f006f0066002d00470065007200e400740065006e002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f0062006500200050004400460020007000610072006100200063006f006e00730065006700750069007200200069006d0070007200650073006900f3006e002000640065002000630061006c006900640061006400200065006e00200069006d0070007200650073006f0072006100730020006400650020006500730063007200690074006f00720069006f00200079002000680065007200720061006d00690065006e00740061007300200064006500200063006f00720072006500630063006900f3006e002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f007500720020006400650073002000e90070007200650075007600650073002000650074002000640065007300200069006d007000720065007300730069006f006e00730020006400650020006800610075007400650020007100750061006c0069007400e90020007300750072002000640065007300200069006d007000720069006d0061006e0074006500730020006400650020006200750072006500610075002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f006200650020005000440046002000700065007200200075006e00610020007300740061006d007000610020006400690020007100750061006c0069007400e00020007300750020007300740061006d00700061006e0074006900200065002000700072006f006f0066006500720020006400650073006b0074006f0070002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea51fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e30593002537052376642306e753b8cea3092670059279650306b4fdd306430533068304c3067304d307e3059300230c730b930af30c830c330d730d730ea30f330bf3067306e53705237307e305f306f30d730eb30fc30d57528306b9069305730663044307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020b370c2a4d06cd0d10020d504b9b0d1300020bc0f0020ad50c815ae30c5d0c11c0020ace0d488c9c8b85c0020c778c1c4d560002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken voor kwaliteitsafdrukken op desktopprinters en proofers. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200066006f00720020007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c00690074006500740020007000e500200062006f007200640073006b0072006900760065007200200065006c006c00650072002000700072006f006f006600650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020007000610072006100200069006d0070007200650073007300f5006500730020006400650020007100750061006c0069006400610064006500200065006d00200069006d00700072006500730073006f0072006100730020006400650073006b0074006f00700020006500200064006900730070006f00730069007400690076006f0073002000640065002000700072006f00760061002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a00610020006c0061006100640075006b006100730074006100200074007900f6007000f60079007400e400740075006c006f0073007400750073007400610020006a00610020007600650064006f007300740075007300740061002000760061007200740065006e002e00200020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740020006600f600720020006b00760061006c00690074006500740073007500740073006b0072006900660074006500720020007000e5002000760061006e006c00690067006100200073006b0072006900760061007200650020006f006300680020006600f600720020006b006f007200720065006b007400750072002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents for quality printing on desktop printers and proofers.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /NoConversion
      /DestinationProfileName ()
      /DestinationProfileSelector /NA
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure true
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles true
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /NA
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /LeaveUntagged
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice


