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About BNH.AI

We are the first and only law firm jointly run by
legal and data science personnel to help

organizations protect and advance their data,

analytics and artificial intelligence investments.

Audit: Liability evaluations and model audits
enable companies to bet big on Al while
understanding its risks.

Address: Guidance and services assist in risk
management and deliver documentation that
attests to appropriate mitigation.

Automate: Custom software automates routine
risk management tasks.

Services and documentation are privileged to the extent feasible.



Background: Bias in Al

Examples of Group bias:

+ Overt bias against groups, like disparate treatment.
* Unintentional bias against groups, like disparate impact.

+ Differential validity: WWhen a model is less accurate for certain groups
of people.

Local or individual bias:

When similar individuals are treated differently because of demographic
group membership.

Digital Divide:

Many still cannot even access the internet properly,
much less Al-based services.

Screenout:

When employment systems discriminate against those with disabilities.

Reality is even more daunting >

Image source: NIST SP1270 - https://nvipubs.nist.gov/nistpubs/SpecialPublications/NIST.SP.1270.pdf
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Fig. 2. Categories of Al Bias. The leaf node terms in each subcategory in the picture are
hyperlinked to the GLOSSARY. Clicking them will bring up the definition in the Glossary. To
return, click on the current page number (8) printed right after the glossary definition.
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Model Audit
Background

Audit: Official exercise,
tracking adherence to
some policy,
regulation, or law;
conducted by
independent parties.

Audit may have several different meanings in the context of Al, including
Internal Audit (e.g., Model Risk Management), Financial Audit
principles applied to Al (e.g., ForHumanity), or Model/Algorthmic Audit
(e.g., Inioluwa Deborah Raji et al., “Closing the Al accountability gap:
Defining an end-to-end framework for internal algorithmic auditing”).

To what standard do we audit? Who audits the auditors? Without clear
standards and ethical guidelines, audits often devolve into tech-washing
and marketing exercises.

Despite flaws, audits are being incorporated into laws, e.g., the recent
NYC bias audit requirement for Al systems used in hiring (§20-871(a)(1)
of Subchapter 25 of Chapter 5 of Title 20 of the New York City
Administrative Code).



FakeFinder Audit

Why: What if an IC deep fake
detector works better for Biden
than for Obama®? Input Video Inference
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Short animation of FakeFinder user interface in which a real video and then a deep fake are analyzed -
https://github.com/IQTLabs/FakeFinder.
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https://github.com/IQTLabs/FakeFinder

DFDC Data Background

* The Deep Fake Detection Challenge (DFDC) preview dataset
was selected for the audit.

* Released by Facebook Research, in preview, and later, full
formats.

» Preview set contains roughly 5,000 videos, with 28% “cheap
fake”/face swap videos.

* Videos contain people of various races and genders.

* Demographic markers were not included in the preview data,
and were assigned post-hoc and manually.*

_ '
* Do you assign demographic markers to the original face or new 4K ’ ' : <5 \
body?! Do you bias-test the faces or the bodies?!

Example snapshots from the DFDC preview data, with real
images on the left and deepfakes on the right -

https://arxiv.org/pdf/1910.08854.pdf.

B N H *Not thinking though bias management from the beginning of an
A I ML project is a common driver of incidents.



https://arxiv.org/pdf/1910.08854.pdf

FakeFinder Background

» Comprised of 6 CNN-based deep fake classifiers,
drawn from DFDC and DeepForensics challenge
entrants.

* Individual classifiers score between 0.6 and 1.0

accuracy (@0.5) across various competition datasets.

» Each classifier is available within a container with
trained weights from GitHub.

» Deep fake detection scores generated via simple
Python script or basic GUI (slide 8).

>Z
HI

Correlations between the predictions of the six
constituent deep fake detector classifiers that make up

FakeFinder - https://github.com/IQTLabs/FakeFinder.
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https://github.com/IQTLabs/FakeFinder

Bias Audit Methodology

1. Score each video with FakeFinder models.

2. Segment scores by demographic group
(intersectional groups not considered in this case).

3. Establish so-called protected groups:
East Asian, Black, South Asian, and Women.

4. Establish control groups: Whites and Men. AIR is defined as the ratio of the rate of positive outcomes for a
protected group divided by the rate of positive outcomes for an

5. Test for practical and statistical significance in outcome differences: /
associated control group.

Statistical significance: t-test, significance at p = 0.05
Practical significance: adverse impact ratio (AIR)
» Acceptable threshold: 0.8 — 1.25 (4/5th’s rule)

+ Ideal threshold: 0.9 — 1.11 Acc. Ratio

6. Test for practical significance in performance differences:
Practical significance: Accuracy, TP, TN, FP, FN rate
protected-to-control ratios.

» Acceptable threshold: 0.8 — 1.25 (4/5th’s rule)

Performance ratios divide some measure of error or performance
quality (e.g., Acc., TPR, TNR, FPR, FNR) for a protected group
* Ideal threshold: 0.9 — 1.11 by the same quantity for a control group.

BNH
.AI

This process works well for many binary outcomes, across input data formats or functional forms of models.



Example
Results: Practical

Significance -
AIR

E. Asian-to-White 1.004

Black-to-White
S. Asian-to-White 0.694
Female-to-Male 1.035

Example interpretation: For every 1000 deepfakes detected

with White faces, we expect 694 deepfakes with S. Asian
faces to be detected.

Remember the political deep fake in slide 4?



Demographic

Comparison
Control Mean P

Percent Difference| p-value
Groups Mean

E. Asian-to-White 0.948 0.964 -1.69 3.39E-04

Example Results:
Statistical Black-to-White 0.948 0.926 2.32 6.65E-02
Sig nificance S. Asian-to-White 0.948 0.972 253 4.06E-04

- - te SII'S Female-to-Male 0.955 0.948 0.73 1.62E-01

Example interpretation:

True positive scores for White faces are on average 2.53% lower than for S. Asian
faces. This difference is significant, but the actual difference is moderately small.
Sample size and a narrow standard deviation for S. Asian scores contribute to the
statistical significance, but so does the difference in group means.




Example Results:
Performance

and Error Ratios

g‘:g:j‘l’ogsraph'c TPR Ratio | FPRRatio | TNRRatio | FNR Ratio

E. Asian-to-

White R
Black-to-White 0.969
S. Asian-to-

White e
Female-to-

Male 0.988

Example interpretation:

E. Asian faces experience 644% of the false positive rate that White faces experience.
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Example Audit
Conclusions

Do deep fake (detectors) discriminate? Yes, of course they
do, like nearly all other socio-technical Al systems.

Bias tests indicate disparity in both outcomes and
performance. Performance ratios point to problems in
erroneous decisions. (High-confidence erroneous
decisions are a common pratfall with neural networks.)

Biased and wrong deep fake detection in the IC context
could have serious consequences. Bias causes wrong
decisions and allows for adversarial exploitation.

Remediation via technical or process means is prudent.

Analysis via causal or explainable Al (XAl) methods is
required to understand drivers of bias.



Remediating Bias:
Practical Advice

Pre-, in-, post-processing, and model selection, but ...
There is much more to bias than datasets and algorithms

« Bias is managed most successfully in a specific
operational context.

* Apply the scientific method and experimental designs
to Al systems.

* Apply human-centered design to Al systems.

+ Setup governance structures for the people that build
and maintain Al systems.

BNH
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Comprehensive Al Risk Management

Discussing fairness or other trustworthy Al system characteristics apart from one another is somewhat
impractical (e.g., performance quality, reliability, robustness, security, privacy, safety, transparency,
accountability, etc.).

When managing risks in Al systems it 1s important to understand that the attributes
of the Al RMF risk taxonomy are interrelated. Highly secure but unfair systems,
accurate but opaque and uninterpretable systems, and inaccurate, but fair, secure,
privacy-protected, and transparent systems are all undesirable. It is possible for
trustworthy Al systems to achieve a high degree of risk control while retaining a
high level of performance quality. Achieving this difficult goal requires a
comprehensive approach to risk management, with tradeoffs among the technical
and socio-technical characteristics.

BNH Excerpted from “NIST Al Risk Management Framework (Draft).”
.A I Source: https://www.nist.gov/system/files/documents/2022/03/17/AI-RMF-1stdraft.pdf.



Practical Takeaways

Collect demographic data
beforehand, can be inferred from name
and ZIP code

Get started with simple established
tests, with known thresholds

Remember that bias testing is only one
part of managing bias

BNH
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Open Source Bias Testing
and Remediation Tools

Aequitas: https://github.com/dssg/aequitas

Al fairness 360: https://github.com/Trusted-
Al/AIF360

Fairmodels:
https://github.com/ModelOriented/fairmodels (R)



QUESTIONS?

BNH
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BURT & HALL LLP

Patrick Hall, Principal Scientist, BNH.Al
ph@bnh.ai

CONTACT US

CONTACT@BNH.AI
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