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Racial discrimination has haunted mortgage  
markets for decades, prompting legis-
lation and public policy debates that 

continue to shape how all of us get our mort-
gages. A new technology may help reduce this 
discrimination.

Previous research into mortgage markets has 
shown evidence of a century’s worth of racial 
discrimination, including redlining, unequal 
mortgage access, and differences in mortgage 
costs. Federal, state, and local governments have  
responded to this discrimination by enacting 
laws such as the federal Fair Housing Act of 1968.1

These laws are not relics of a vanished era. 
Many banks were recently fined a large amount 
of money due to antidiscrimination lawsuits. 
For example, in 2019, Wells Fargo Bank wrote 
the City of Philadelphia a check for $10 million 
to settle a lawsuit alleging that the bank en-
gaged in discriminatory lending practices.2

Some analysts argue that algorithmic or auto- 
mated underwriting (AU), which has become 
increasingly popular in mortgage markets,  

renders lenders less likely to discriminate 
because it does not use race as an input and 
presumably bases loan decisions only on the 
applicant’s financial data, limiting the discre-
tionary judgement of human decisionmakers. If 
that’s the case, then AU may help antidiscrim-
ination efforts. This is why we need to study 
AU’s impact on the mortgage lending business.

Researchers disagree as to how best to 
measure racial discrimination in the mortgage 
markets, so, before studying AU’s impact on  
antidiscrimination efforts, I survey the history of  
the statistical methods used to identify racial 
discrimination. Although it may seem straight-
forward, identifying racial discrimination is 
challenging since researchers cannot observe 
all the information used by loan officers or 
borrowers. I then describe how, in a previously 
published working paper, my coauthors  
and I addressed this challenge by using high- 
frequency data. I conclude by exploring  
preliminary evidence on the effects of AU on 
racial discrimination in the mortgage markets.
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rely on the AU-generated recommendation; a human underwriter  
still makes the final loan decision. AU decisions are only recom-
mendations. So, the final loan decision may still be biased.

Identification of Racial Discrimination  
Using Observational Data
Social scientists have documented racial disparities in a wide 
range of areas, including in labor markets, credit markets, and 
the legal system. Because of the limitations of empirical tests, 
social scientists disagree as to whether or not these disparities 
are the result of discrimination by economic decision makers.

The two main types of tests used to identify racial discrimina-
tion are benchmarking tests and outcome tests. Benchmarking 
tests (also known as audit tests) use observational data in  
a straightforward way to test for discrimination. In the context  
of mortgage lending, if, after adjusting for credit risks, a minority  
group receives a lower average approval rate or higher interest 
rate for the same mortgage product, then the test has identified 
discrimination. Benchmarking tests are useful because they 
can be executed in real time.8 However, benchmarking tests are 

vulnerable to omitted-variable bias. The 
omitted variables are the differences in 
group characteristics that the researcher  
does not observe but that can cause 
differences in evaluations. For example, 
minority applicants might have riskier  
financial profiles, and the approval rate gap  
seen in the data could reflect differences 
in credit risk rather than discrimination.

One common approach for solving this 
problem is to include additional variables 
as control variables in the analysis.  

For example, one can look at the mortgage approval gap when 
comparing minority and majority applicants while controlling for  
financial variables such as income and credit risk. However, no 
researcher has data on all the variables observed by decision 
makers or borrowers. For example, researchers may not have the  

“soft” information that loan officers have from their interactions 
with borrowers. In antidiscrimination lawsuits where minority 
applicants charge that they received a higher interest rate or 
larger fees, an oft-used counterargument is that minority appli-
cants do not shop around as much as majority applicants. That 
kind of data is not generally available to researchers, regulators, 
or even lenders. So, although it helps to include more control 
variables, they cannot eliminate the omitted-variable bias problem.

An alternative is to use an outcome test. Instead of comparing 
differences in how groups are evaluated, such as approval  
rates, outcome tests compare the subsequent performance of  
successful applicants through, for example, default rates.9  
Suppose there is a cutoff of application quality, below which  
the application will be rejected. The applicant who just barely 
meets the cutoff is the marginal applicant. If there is discrimina-
tion, the minority group will face a higher threshold for inclusion,  
and the marginal minority applicant will thus have better  
ex post outcomes (for example, a lower default rate) than the  
marginal majority applicant.

The Mortgage Application Process
In the U.S, a mortgage application typically starts with a borrower  
contacting a potential lender to inquire about mortgage products.  
The borrower usually has an initial conversation with a loan  
officer, who is the front person within the lender organization  
responsible for communicating with the borrower. The loan officer  
can gauge the borrower’s initial eligibility by using the borrower’s  
basic financial information, such as the loan amount needed and  
credit scores, and guide the borrower to select a mortgage 
product. Once a mortgage product is selected, the borrower can 
submit a formal mortgage application.

Increasingly in recent years, borrowers have contacted po-
tential lenders over the Internet.3 Borrowers search for potential 
mortgage products on mortgage-shopping platforms such as 
Zillow or with fintech lenders such as Quicken Loans.4 After the 
initial search, a borrower is contacted by the lender, usually  
by the lender’s loan officer. Even at fintech lenders, human loan 
officers are involved in the application process.

The loan officer’s involvement does not end with the initial 
contact. After a borrower submits a formal application, the loan 
officer ensures that the borrower has submitted all the necessary 
documentation, such as verification of  
income and employment, credit reports, 
and property appraisal reports. The officer  
also ensures the accuracy of the infor- 
mation in the application. Once the  
application is complete, the loan officer 
sends it to a loan underwriter, who  
makes the final credit decision based on 
the application and supporting docu-
ments. Although loan officers do not make  
final credit decisions, they influence the 
potential credit decision by nudging  
the borrower to provide timely and accurate documentation. Thus,  
a loan officer’s racial bias can still affect the outcome of a mort-
gage application. For example, a loan officer might not inform  
a minority applicant of an incomplete application in a timely 
manner, leading to rejection of the application by the underwriter.

Many lenders increasingly rely on AU, which was used in 
about 56 percent of mortgage applications in 2019. An AU system 
processes an applicant’s financial information and recommends 
whether to approve the loan. This recommendation is generated 
by a computer, not a human. These underwriting systems do  
not use race as an input and presumably base loan decisions 
only on the applicant’s financial data. Antidiscrimination regula- 
tions allow lenders, when making loan decisions, to use variables  
directly related to credit history and risks, but they prohibit 
lenders from discriminating on the basis of race, religion, color, 
national origin, sex, familial status, or disability status.5

However, there are a few reasons why the final credit decision  
might still be biased. Algorithms may produce decisions that 
unintentionally correlate with impermissible variables (such as 
race and gender).6 Since the algorithms can be quite complicated,  
decision makers may not understand that the algorithms are 
making biased underwriting choices.7 In addition, a loan officer’s 
bias may affect the timeliness and completeness of the informa-
tion input into the AU system. Finally, lenders do not completely 

AU may help anti- 
discrimination efforts. 

This is why we need  
to study AU’s impact  

on the mortgage  
lending business.
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pay an additional 7.9 and 3.6 basis points in interest rates for, 
respectively, purchase mortgages and refinance mortgages. They 
also find a 40 percent lower level of price discrimination if the 
lender is a fintech firm, which suggests that AU reduces but does 
not eliminate discrimination.

However, in their 2021 article, Federal Reserve economists 
Neil Bhutta and Aurel Hizmo account for more pricing variables, 
such as discount points and fees, and find no evidence that  
minorities pay more in mortgages. They supplement the 2014–2015  
HMDA data with administrative data from the Federal Housing 
Administration (FHA) on all FHA-insured mortgages, and with 
information on points and fees from Optimal Blue, a leading 
provider of secondary marketing solutions and data services  
in the mortgage industry. They find a statistically significant gap in  
interest rates paid by race, but the gap is offset by differences  
in discount points. They argue that the differences in interest 
rates across racial groups found in the earlier papers are a result 
of African American borrowers choosing mortgage products 
with higher interest rates but lower points, potentially because 
minority borrowers may find it more difficult to put funds up 
front. This finding is restricted to FHA mortgages; whether  
the results generalize to other samples, such as the more GSE- 
dominated sample used by Robert Bartlett and his coauthors, 
remains unclear. Notably, lenders who provide FHA mortgage 
products tend to serve lower-income and minority communities 
and thus may be less biased.

In another recent paper, Penn State professor of real estate 
Brent Ambrose and his coauthors find that pricing disparities  
in mortgage contracts are influenced by whether the borrower 
and broker are of the same race. They used a novel data set  
that covers all mortgages approved and funded by New Century 
Financial Corporation, a now-defunct real estate investment 
trust, between 2003 and 2007. These loans are representative of 
the overall subprime market before the Great Recession. This 
data set comprises more than 300,000 mortgages originated  
by 124,736 individual brokers, and it contains a rich set of control  
variables. In addition, the data set includes the names of the 
brokers. When the authors used a surname-geocoding algorithm 
to infer each broker’s race, they found that minorities pay more 
in fees than similarly qualified whites, but the premium paid 
by minorities depends on whether the broker shares their race. 
For example, African American borrowers who obtain a loan 
through a white mortgage broker pay 14 percent more than 
white borrows who work with a white broker, but this premium 
is lowered to 6 percent when the broker is African American.

For a 2021 working paper, Neil Bhutta and his coauthors studied  
the impact of AU on racial discrimination using a newly available 
data set from HMDA. This 2018–2019 HMDA data set provides  
a longer list of variables—including credit scores, debt-to-income 
ratios, and AU recommendations—than did earlier HMDA data 
sets. When they focused on the sample of loans that utilized the 
AU system, they found that, by controlling for AU recommenda-
tions and using these new loan-level variables, the racial gap in 
mortgage denial rates fell to about 1–2 percentage points. They 
argue that the remaining gap might be explained by unobserved 
characteristics of the borrowers, which suggests a more limited 
role for racial discrimination in mortgages that use AU. 

Though intuitively appealing, outcome tests are notoriously  
difficult to implement. We rarely have data that enable us to 
identify the marginal applicant, so researchers usually use average  
quantities (such as the average default rate) instead. But the 
average difference in ex post outcomes can be a poor approxi-
mation of the difference in marginal outcomes. Since we observe 
only average performance, an observation that the default rate 
among African Americans is the same as among whites, for  
example, should not be interpreted as evidence of nondiscrimin- 
ation.10 Studies using this approach are less likely to find evidence  
of discrimination.11 Thus, implementing an outcome test is very 
challenging, and many papers in the literature have pointed out 
its limitations.12 For that reason, I focus on benchmarking tests.

Evidence of Racial Discrimination in the  
Mortgage Markets
There is a long history of attempts to identify racial discrimination  
in the mortgage markets using observational data. Many of these 
papers try to solve the omitted-variable problem by including 
more control variables in the statistical analysis. 

This literature can be traced back at least as far as the 1996 
work of the former director of research at the Federal Reserve 
Bank of Boston, Alicia Munnell, and her coauthors. In that paper, 
the authors use the 1990 Home Mortgage Disclosure Act (HMDA) 
data, but they also use information from a survey that collects 
additional information from lending institutions operating in the 
Boston metropolitan statistical area.13 This additional information  
includes financial, employment, and property characteristics 
relevant to a lending decision but missing from the HMDA data. 
The survey sample covers all applications for conventional mort-
gage loans made by African American and Hispanic American 
applicants and a random sample of 3,300 applications made by 
white applicants. When using the HMDA data alone, the paper 
finds that the rejection rate of minority applicants is 18 percentage  
points higher than that of white applicants. When the researchers  
controlled for the additional information from the survey, the 
disparity between the rejection rates of minority and white  
applicants declined to just over 8 percentage points. These results  
show the importance of controlling for relevant variables absent 
from the HMDA data set. Still, the rejection rate gap remains 
large even after adding the controls. Many early papers in the 
literature show similar results.14

In a recent paper, University of California, Berkeley, law pro- 
fessor Robert Bartlett and his coauthors examine whether  
African Americans and Hispanic Americans pay higher mortgage 
interest rates than white Americans, and whether this pricing 
differential remains when the origination is automated. To 
address the omitted-variable problem, they merged 2009–2015 
HMDA data with other data sets that include information about 
interest rates, the names of lenders, and loan performance. In 
addition, by using a sample of mortgages insured by a government- 
sponsored enterprise (GSE), they filter out the default and  
prepayment risks borne by the lenders. Thus, any disparity in  
the interest rates paid by minority and majority borrowers should  
reflect racial discrimination, not credit risk. They find that 
Hispanic American and African American borrowers collectively 
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month-end quotas makes it costlier for 
loan officers to discriminate at the end  
of a month.

At the same time, we observe that the 
mortgage approval gap between white 
and African American applicants shrinks 
over the course of the month (Figure 2).  
In the first seven days of a calendar 
month, the approval rate gap is close to 
20 percent. The gap shrinks in the last 
days of the month and reaches the lowest 
point of around 10 percent on the last day 
of the month. When we control for many 
observable variables, the approval rate 
gap shrinks to almost zero on the last day 
of the month (Figure 3).

The higher-frequency daily data help us  
address the omitted-variable bias. In our 
paper, we discuss a number of potential 
omitted variable issues. The reduction 
in the approval gap within a month, as 
seen in Figure 3, might be attributed to an 
unobserved within-month movement of 
application quality rather than changes in  
discrimination. For example, the gap 
would be explained without reference to 
discrimination if the quality of African 
American applications is higher toward 

inferences about likely discriminatory be-
havior. We also used the entire HMDA data 
set from 1994 through 2019, which covers 
most mortgage applications in the U.S. 
during those 25 years, making our sample 
more comprehensive than samples used 
in earlier work. After discussing this new 
approach, I will show how we used this 
new approach to ascertain the impact of 
AU on discrimination.

First, we find that the volume of 
mortgage originations increases over the 
course of a calendar month (Figure 1).16 
The number of loans originated on the 
last day of a month is almost twice as high 
as on the first day of the month. There  
is no similar pattern in application volume.  
This bunching pattern in originations is 
likely caused by loan officers’ incentive to  
meet their month-end quota. Loan officers  
tend to receive a commission that equals 
a percentage of the total dollar amount 
they originate during the month. They can  
also receive a bonus for meeting their 
monthly origination target. Loan officers 
who fail to meet volume targets can be 
disciplined and risk getting fired. Our 
key insight is that this pressure to meet 

All of these researchers find that the 
racial gap in mortgage approval rates and 
costs is very large in the data, but some of 
this gap can be explained by factors such 
as credit risk. The question is whether the 
remaining racial gap is caused by racial  
bias or by insufficient control of omitted 
variables. Many of these papers attempt 
to reduce the problem of omitted variables  
by adding control variables to the analysis. 
However, it is difficult to know whether 
the additional variables eliminate the 
bias. In addition, these and other papers 
use samples across different data sets or 
cover different time periods. This makes 
it difficult to compare results.

Testing for Discrimination  
Using High-Frequency Data
In a recent research paper, my coauthors 
and I took a different approach to address  
the challenges of identifying racial discrim- 
ination.15 With some assumptions, this 
approach avoids the problem of omitted 
variables by employing high-frequency 
data. We used time variation in loan 
officers’ loan approval decisions to draw 

F I G U R E  2

The Approval Rate Gap Shrinks 
Toward the End of the Month
Approval rate for African American applicants minus 
rate for white applicants in the seven days preceding 
and succeeding the first of the month, 1994–2019

Source: Home Mortgage Disclosure Act (HMDA) data  
set, Board of Governors of the Federal Reserve System.

Note: This figure does not consider observable factors  
that might affect the approval decision.

F I G U R E  1

Originations Surge as the Month Ends
Loan officers approve more applications toward the end of the month,  
most likely to meet their monthly quotas.
Daily loan applications and originations, as a percentage of loan applications and originations  
on the first day of the month, 1994–2019

Source: Home Mortgage Disclosure Act (HMDA) data set, Board of Governors of the Federal Reserve System.

Note: The number 0 on the horizonal axis indicates the last day of a calendar month, the positive numbers 
indicate the first seven days of the month, and the negative numbers indicate the last days of the month.
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We find that the time-varying discrim-
ination explains about 3.5–5 percentage 
points of the approval rate gap, which is 
about half of the unexplained approval 
rate gap of 7 percent after controlling for 
observable loan-level characteristics.

Our research also enables us to test the 
theory that AU reduces discrimination  
in the mortgage markets. We find that 
the gap in AU recommendations is nearly 
constant over the course of the month, 
which suggests less racial bias in AU 
decisions. Nonetheless, the approval rate 
gap of human-made decisions decreases 
for lenders that use an AU system (though 
not as much as for lenders that do not).19 
This implies that there can still be racial 
bias when a human is making the approval  
decision, even after receiving an AU  
recommendation (Figure 4). Consistent 
with previous studies, our research shows 
that AU seems to reduce but does not 
eliminate the racial gap in approval rates 

the end of a month.17 But we do not see  
a within-month bunching pattern in appli- 
cation composition and observed applicant  
quality in the data. Minority borrowers do  
not seem more likely to submit appli- 
cations toward the end of the month. Nor  
do we find evidence that omitted variables— 
including application quality—change 
within the month. For example, the share  
of applicants with an income lower than  
the county median is stable over the 
course of the month. This income test 
serves as a proxy for other potential  
differences between applicants. Further- 
more, the ex post default rate gap doesn’t 
vary over the course of the month. Our 
findings suggest that the shrinking 
approval rate gap is likely not caused by 
application- or applicant-related factors.18 
Therefore, using the high-frequency 
data allows us to attribute the decline in 
discrimination to loan officers rushing to 
meet their monthly quotas.

F I G U R E  3

The Approval Rate Gap Shrinks to 
Nearly Zero When We Control for 
Other Variables
Approval rate for African American applicants minus 
the rate for white applicants in the seven days  
preceding and succeeding the first of the month, con- 
trolling for several observable variables, 1994–2019

Source: Home Mortgage Disclosure Act (HMDA) data  
set, Board of Governors of the Federal Reserve System.

Note: Figure 3 plots the average approval rate residual  
gap from a regression of approval rates on loans and 
application characteristics from HMDA, such as loan 
amount, applicant income, and whether the loan was 
for purchase or refinance.
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F I G U R E  4

Even When Loan Officers Use AU, 
They Tend to Reject African  
American Applicants More Often 
Than AU Recommends
AU’s approval rate gap between African American 
and white applicants versus the actual approval rate 
gap among lenders who use AU, 2018–2019

Source: Home Mortgage Disclosure Act (HMDA) data  
set, Board of Governors of the Federal Reserve System.
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in the mortgage markets. One possible 
criticism of our methodology is that the 
within-month variation in the approval 
gap merely reflects differences in how 
long it takes to complete the origination 
process. For example, the shrinking  
approval rate gap can be a result of  
African American borrowers being more  
likely to settle their housing transactions  
(and hence mortgage applications) at  
the end of a month. But we find little  
evidence that racial differences in the time  
between application and origination vary  
within the month.

Conclusion
Researchers have long documented racial 
discrimination in the mortgage mar-
kets, and that literature is growing as AU 
prompts them to study its impact on  
antidiscrimination efforts in the mort-
gage-lending business. In this article,  
I summarize work by some earlier and 
more recent researchers who studied 
racial discrimination in the mortgage  
markets. Except for Bhutta and Hiz- 
mo’s 2021 article, most papers find that  
there is at least some racial bias in the  
mortgage markets.

Papers in the literature attempt to re- 
duce the problem of omitted variables 
largely by adding more control variables to  
the analysis. However, it is difficult to know  
whether the additional variables eliminate 
the bias. My research shows an approach 
that could solve the problem of omitted 
variables by using high-frequency data. 

A 2021 working paper by Bhutta, Hizmo,  
and Federal Reserve economist Daniel 
Ringo, as well as my research using the 
high-frequency data approach, both show  
that AU seems to reduce but not eliminate  
the racial approval rate gap in the mort-
gage markets. Based on these findings, 
policymakers might want to encourage the  
use of AU to help reduce racial discrimina- 
tion. However, data are available only for 
the last few years, so research in this area 
is still relatively new. Further research is 
needed to confirm our findings. 
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Notes
1 Some analysts argue that such regulations are unnecessary  
and that market competitive pressures undermine the desire  
to discriminate. See, for example, Becker (1957).

2 See McCabe (2019).

3 See Buchak et al. (2018) and Fuster et al. (2019) for 
examples.

4 Fintech lenders use innovative technology designed to 
outperform traditional financial methods in the delivery of 
financial services.

5 According to the law, both “taste-based” and “statistical”  
discrimination are illegal. In economics, taste-based discrimi- 
nation refers to discrimination as a result of prejudice,  
while statistical discrimination refers to decisions that unin-
tentionally correlate with impermissible variables.

6 This would constitute statistical discrimination.

7 See Fuster et al. (forthcoming) for an example.

8 This is in contrast to results from experimental studies, 
which are more difficult to implement.

9 See Becker (1957).

10 Suppose that there are two, easily distinguishable types of  
white mortgage applicants: those who have a 1 percent 
chance of defaulting on a mortgage, and those who have  
a 50 percent chance. Similarly, assume that African American  
applicants have either a 5 percent or 50 percent chance of 
defaulting. If lenders are biased and approve white applicants  
who have a default rate of no more than 10 percent and 
African American applicants who have a default rate of no 
more than 5 percent, these decisions will generate observed 
ex post average default rates of 1 percent for white borrowers  
and 5 percent for African American borrowers. This is a case  

when the ex post default rate is higher for the minority group  
while there is discrimination, contrary to what the outcome 
test would suggest if we observe decision thresholds for the 
marginal borrowers.

11 See, for example, Berkovec et al. (1998).

12 See Ayres (2002) and Canay et al. (2020) for examples.

13 HMDA data are among the earliest and most compre-
hensive mortgage application data sets in the U.S. One 
of Congress’s goals in enacting the HMDA in 1975 was to 
identify possible discriminatory lending patterns in the  
data collected. HMDA data are also used for Community 
Reinvestment Act bank exams.

14 See Ladd (1998) for a survey of the older literature.

15 See Giacoletti et al. (2021).

16 The figure shows the average loan origination number by 
calendar days of month. We can also restrict the end of the 
month to be immediately before the beginning of the month, 
but the results would look very similar.

17 Similarly, another example that can explain the time- 
varying approval rate gap is changing underwriting standards.  
But as shown later in this article, there is no evidence of 
changes in underwriting standards or application quality 
within a month.

18 Some regressions in our paper control for additional  
variables, such as credit scores and low-documentation  
status, by using a sample that merges HMDA and Black 
Knight McDash data. The results are similar.

19 The acceptance rate gap of AU shrinks by about 1–2 
percentage points within-month, and the approval rate gap 
decreases by about 6–7 percentage points within-month.
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