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Abstract

This paper analyzes how bank regulation that promotes greater access to credit impacts the financing of 

targeted small firms. It develops a model where banks compete with trade creditors to fund small firms 

and applies it to study the effects of the Community Reinvestment Act (CRA). The empirical tests reveal 

that a CRA-induced increase in bank loans reduces small firms’ use of relatively expensive trade 

credit. The effect is more profound in low- and medium-income areas where financial constraints are 

tighter due to low bank competition. The effect is also larger for small firms that operate in trade 

credit-dependent industries.
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1 Introduction

Despite technological innovations in lending, one-third of U.S. small firms report challenges in securing

credit.1 Consolidation of the banking industry may contribute to these firms’ difficulties. Bank loans are

small firms’ most common source of external financing, but since the 2008 financial crisis, the average

number of banks serving local areas has declined, especially in low-income areas. Mills, Battisto, and

Lieberman (2019) report that, while the number of banks per small firm is approximately the same in

high-income and low-income areas, low-income areas have less than half as many banks and small firms.

Moreover, small firms in low-income areas are more likely to use relatively expensive non-bank sources of

financing.2

A decline in the number of banks is reason for concern because less bank competition reduces the

formation of new firms (Black and Strahan (2002)) and closures of local bank branches lead to a persistent

the decline in local small business lending (Nguyen (2019)). Since an area’s small firms are important

providers of goods and services and are also employers of local residents, the economic prospects of low-

income areas may be undermined.3 To expand credit availability and reduce the number of unbanked small

firms and residents of low- and moderate-income (LMI) areas, policymakers have introduced programs

to encourage bank lending to these communities.4 However, the impact on small firms targeted by these

initiatives remains largely unexplored.

This study sheds light on the consequences of policy interventions on small firms by examining the

effects of the Community Reinvestment Act (CRA), a U.S. regulation aimed at encouraging credit supply

1See the Federal Reserve’s 2020 Small Business Credit Survey, which was taken in the second half of 2019 prior to the onset
of the COVID-19 pandemic.

2Comparing U.S. zip code areas in the highest quartile of median family income to areas in the lowest quartile of median
family income, the ratio of banks to small firms is approximately 0.01 in both. However, in 2018, there was an average of 4.3
(2.0) banks in high- (low-) income areas, down from an average of 4.5 (2.3) banks in 2007. In contrast, in 2016, high- (low-)
income areas had an average of 0.7 (1.2) providers of relatively expensive alternative financial services.

3The U.S. Small Business Administration (SBA)’s 2019 Small Business Profile Report estimates that there are 30.7 million
small firms in the U.S. accounting for 99.9% of total businesses and 47.3% of total U.S. employment. Importantly, 37% of
high-tech workers work for small firms.

4The SBA, created in 1953, provides financing to young and growing small firms through several channels such as the 7(a)
Loan Program and SBA 504 Certified Development Companies. The Community Reinvestment Act (CRA), enacted in 1977,
encourages depository institutions to meet the credit needs of their local LMI communities. More recently, the Federal Reserve
established the Main Street Lending Program to support lending to small and medium-sized organizations following the onset of
the COVID-19 pandemic. This program terminated in January 2021.
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to LMI areas. First, we show that the areas that become newly eligible for CRA status experience a greater

likelihood of a large increase in bank loans to small firms. Second, our analysis reveals that, on average,

small firms in these newly CRA-eligible areas reduce their use of relatively expensive trade credit. For firms

in industries that have traditionally relied on trade credit, there is an estimated 4-6 days shorter bill payment

period and a 5.8-7.55% increase in the proportion of firms that are likely to utilize early payment discounts

or avoid late-payment penalties. This evidence is consistent with small firms substituting lower-cost bank

loans for relatively expensive trade credit. Since trade credit discounts for early payment and penalties for

late payment can be substantial (Petersen and Rajan (1994)), the implied reduction in these firms’ cost of

financing is likely to promote economic development of their local area. Third, we find that the effect of

the CRA on firms’ reduction in trade credit is more pronounced in areas with high bank concentration. In

the absence of the CRA, such areas are likely to suffer from weak bank competition and more unbanked

small firms that resort to trade credit. In summary, our findings are consistent with CRA-eligibility having

the most impact on small firms in areas with low bank competition, allowing them to significantly reduce

their dependence on expensive trade credit.

To motivate our empirical tests, we present a model where banks compete with trade creditors to fund

the operations of small firms in a local market. The amount that a firm desires to borrow is declining in the

interest rate that it is charged, and the firm also incurs a cost of applying for a bank loan that is higher the

more distant it is from the bank. The model shows that when bank competition is high, all firms borrow

from banks rather than higher-cost trade creditors. In contrast, when bank competition is low, a portion

of firms become unbanked and rely solely on trade credit for financing. If banks are then subjected to a

regulation that creates an additional incentive to lend, such as the CRA, the model shows that total lending

in the market by banks always increases. However, a reduction in firms’ use of trade credit occurs only in

markets characterized by low bank competition.

Our empirical tests use a unique dataset constructed from a large-scale geocoding of National Establish-

ment of Time Series (NETS) and FDIC Summary of Deposits (SOD) information. The dataset combines

CRA loan data, small firm information, and bank branch information aggregated at the census tract level,

which is the relevant geographic area for analyzing the effects of the CRA. This is because the CRA di-
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vides census tracts into two groups: upper-middle tracts with median family income (MFI) above 80% of

the surrounding metropolitan area’s MFI and low-moderate tracts with MFI below 80%. Bank regulators’

examinations that determine CRA ratings place heavy weight on whether a bank with branches serving

low-moderate tracts is meeting the credit needs of small firms and residents in those tracts.

We use this dataset to examine whether CRA-induced lending affects small firms’ use of trade credit

in conjunction with the market’s level of bank competition, an issue that is largely absent from existing

empirical studies. Our tests exploit the fact that CRA-eligibility is based on a census tract’s 80% MFI ratio,

which allows us to use a “fuzzy” regression-discontinuity (RD) design. The logic of the RD design is that the

probability that a local bank’s small firm lending responds to CRA incentives jumps discontinuously at the

80% MFI cutoff, inducing heterogeneity in a regulatory treatment that is unrelated to potential confounding

characteristics. However, examiners rate a bank’s CRA compliance based on a geographic assessment area

that is broader than a single census tract. Thus a tract’s CRA eligibility may increase the probability that

a bank lends to firms in that tract, but since it could still be in compliance by lending to other tracts, the

probability need not be 1. This probabilistic nature of a bank’s tract-level compliance makes the fuzzy RD

design more suitable compared to the sharp RD design that assumes deterministic tract-level compliance.

Our research contributes to a literature on bank competition and small firm financing. Berger, Saunders,

Scalise, and Udell (1998) report that a decline in competition due to bank mergers leads to an initial shortfall

in credit to small firms that is gradually eliminated by the entry of new banks and increased lending by ex-

isting banks. Cetorelli and Strahan (2006) provide evidence that greater bank competition is associated with

higher numbers of small firms, consistent with easier credit access lowering barriers to firm entry. Also, by

promoting competition, deregulation of bank branching has raised the rate of new business incorporations

(Black and Strahan (2002)) and has increased small firms’ access to bank loans at lower interest rates (Rice

and Strahan (2010)). Our findings show that government regulatory incentives to expand bank lending can

also be effective in alleviating small firms’ credit constraints, especially when bank competition is low.

Our paper also relates to research on trade credit. Firms facing impediments to bank credit are more

likely to resort to trade credit (Petersen and Rajan (1994), Petersen and Rajan (1997)), which explains why

the use of trade credit is greater in countries with weak banking institutions (Fisman and Love (2003)).
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Lending to small firms is especially problematic due to their relative information opacity that requires more

credit screening and monitoring from banks. Trade credit can alleviate this problem by incorporating in the

lending relation the private information that suppliers have on their customers (Biais and Gollier (1997)).

Our paper extends this literature by showing that when regulation creates added incentives for banks to

increase lending, presumably by lowering their loan rates or the cost of applying for loans, small firms

substitute bank credit for relatively more expensive trade credit.

Also relevant to our paper are studies showing that markets for lending to small firms are local in the

sense that the distance between a small firm and its potential bank lenders matters (Petersen and Rajan

(2002), Brevoort, Holmes, and Wolken (2010)). Compared to large corporations, there is often a lack of

public “hard” information, such as audited financial statements, on small firms. Thus, banks often rely on

the collection of private “soft” information through their relationships with small firms (Petersen and Rajan

(1995)), and obtaining such information is less costly when banks and firms are physically close. Thus, the

distance between firms and their potential lenders often proxies as a measure of soft information collection

or the strength of a banking relationship (Agarwal and Hauswald (2010)). Our study suggests that when

the distances between banks and small firms are larger because there are fewer banks in the local market,

regulation can be effective in expanding access to bank credit.

Our paper also contributes to the more specialized literature examining the effects of the CRA. Most

research studies the CRA’s effects on residential mortgages (Bostic and Robinson (2003), Dahl, Evanoff,

and Spivey (2010), Bhutta (2011), Agarwal, Benmelech, Bergman, and Seru (2012), Avery and Brevoort

(2015), Ding and Nakamura (2020), and Begley and Purnanandam (2021)). This research finds mixed

results regarding the effectiveness of the CRA on expanding mortgage lending. Fewer studies analyze the

CRA’s effects on lending to small firms. Zinman (2002) finds evidence that banks facing greater CRA

incentives due to a 1995 CRA reform increased their lending to small firms but not in CRA-eligible LMI

areas.5 In contrast, Bostic and Lee (2017) find that CRA-eligible census tracts experience more small firm

lending than similar CRA-ineligible tracts during the periods 1996-2002 and 2012-2014, but not during

2003-2011. Ding, Lee, and Bostic (2018) analyze a 2013 adjustment in metropolitan area boundaries that

5He also examined the counties where these banks operated and found evidence of a decline in personal bankruptcies but no
change in employment, payrolls, or business bankruptcies.
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led to an exogenous change in some census tracts’ CRA eligibility. They find that a tract losing CRA

eligibility led to a decline in lending to small firms, but there was not a statistically significant increase in

lending to small firms when a tract gained eligibility. Kim, Lee, and Earle (2021) use 2004-2016 panel data

and find that the number and amount of loans to small firms increase in tracts that become eligible for the

CRA.

Research analyzing the CRA’s effects on small firms has been confined to determining whether it

changes the quantity of banks’ small business loans. Our research goes a step further by addressing whether

CRA-induced lending has benefited targeted small firms. This is an important issue for evaluating the eco-

nomic efficacy of a government initiative. Our results document the conditions under which the CRA leads

to a reduction in small firms’ use of expensive trade credit.

The paper is organized as follows. Section 2 presents a model of bank lending and trade credit with

its derivations relegated to the Appendix. Our empirical methodology and data are discussed in Section 3,

while Section 4 presents the empirical findings. Section 5 concludes.

2 A model of bank lending and trade credit

This section extends the model of Salop (1979) and Basu, Basu, and Ingene (2021) to study competition

for lending to small firms. Small firms choose to borrow from local banks or their trade creditors and have

borrowing demands that are linear, decreasing functions of the borrowing rate. We show that when bank

competition is low, some small firms are unbanked and rely on trade credit. We also analyze the effects of

a regulation, such as the CRA, that provides incentives for banks to expand lending to small firms.
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2.1 Assumptions

There is a continuum of identical small firms located uniformly around a circle with unit circumference.

Small firms fund their operations by borrowing from trade creditors or banks. A small firm’s demand for

borrowing is a linear, decreasing function of its borrowing rate, r.6 The firm’s amount borrowed,B, satisfies

B (r) = a− br, (2.1)

where a and b are positive constants. Each firm has the option to borrow by paying trade credit late at an

effective interest rate equal to rT that is assumed to be exogenous and the same for all firms. A justification

for this assumption is that trade credit offered to small firms is typically standardized. Vendors and suppliers

commonly offer invoice terms of “2/10, net 30,” which means that the firm receives a 2% discount if it pays

its bill within 10 days. Otherwise, the full amount is due within 30 days. Paying “late” on the 30th day

relative to paying the discounted bill on the 10th day implies an effective annualized interest rate of over

40%. Paying beyond the term of 30 days can also incur costly late-payment penalties. However, it is

assumed that small firms have a positive demand for borrowing at this high trade credit rate so that rT < a
b
,

where a
b

is the maximum borrowing rate at which there is nonnegative demand.

Alternatively, small firms may borrow from one of n ≥ 2 banks that are symmetrically located around

the circle. A bank’s cost of funding a loan is assumed to equal rF per unit of loan made. This cost

combines the bank’s weighted cost of deposit (debt) and equity financing and its cost of credit screening

and monitoring a firm. It is assumed that rF < rT so that it is feasible for banks to profitably lend to at least

some small firms.

Each firm owner incurs a disutility cost of t per unit distance traveled to apply for a loan at one of the

banks. Distance from a bank can proxy for a firm’s initial information opacity, so that the bank requires

that more distant firms provide greater documentation and undergo a longer origination process to qualify

for a loan (Petersen and Rajan (2002), Brevoort, Holmes, and Wolken (2010)). For example, banks tend

6Evidence in the 2020 Federal Reserve Small Business Credit Survey supports the assumption that the demand for borrowing
is elastic. Of the firms that obtained less than the amount of financing that they sought, 20% declined some or all of the full
amount, with 73% of these firms indicating that the interest rate was too high.
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to possess less soft information on more distant small firms, thereby requiring them to provide more hard

information that can be a burden for small firms to compile and document.7

If small firm is distance x from a bank that charges a loan interest rate of rL, the firm is assumed to

borrow from the bank if the amount borrowed at the bank loan rate less the disutility of transportation costs

is greater than its amount borrowed at the trade credit rate; that is, B (rL) − xt > B (rT ). Thus, the firm

chooses to borrow from a bank when:

a− brL − xt > a− brT

⇒ b

t
(rT − rL) > x . (2.2)

Otherwise, the firm prefers to borrow using trade credit.8

Let us consider the equilibrium loan rate, rL, charged by profit-maximizing banks for symmetric,

Bertrand-Nash equilibria that have a short-run nature in the sense that the number of banks, n, is fixed.

Similar to Salop (1979), different types of equilibria occur depending on the number of banks.9

2.2 Local monopoly equilibrium

When there are sufficiently few banks in the market, a bank’s profit maximizing loan rate is such that some

small firms farthest from banks find it cheaper to borrow using trade credit. Hence, in equilibrium, each

bank directly competes with trade creditors and makes loans to only a portion of small firms closest to the

bank. The Appendix shows that, in this case, each bank’s equilibrium profit maximizing loan rate is:

7The Federal Reserve’s 2020 Small Business Credit Survey reports that small firms are more likely to complain of a long
wait and a difficult application process when applying for loans from banks compared to nonbank lenders. In contrast, small
firms are more likely to complain of a high interest rate or unfavorable repayment terms when applying for loans from nonbank
lenders compared to banks.

8Basu, Basu, and Ingene (2021) assume that the disutility traveling cost, xt, is proportional to the amount of the product
demanded. In the case of a firm applying for a loan, we think that a fixed cost is more realistic compared to one that is proportional
to the loan size. However, the model results are qualitatively similar if travel costs are proportional to the loan size.

9We follow Salop (1979) and assume that each bank sets a uniform loan rate. However, our qualitative results on the effects
of competition and the CRA on small firms’ use of trade credit are robust to the alternative assumption that loan rates can differ
based on a firm’s distance (Thisse and Vives (1988)). Specifically, enabling a bank to set lower rates for more distant firms would
result in a local monopoly equilibrium with unbanked firms relying on trade credit if the market has few enough banks. In this
low-competition setting, a CRA-type regulation can expand bank lending and reduce firms’ use of trade credit.
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rL =
1

3

(
rT +

a

b
+ rF −

√(
rT +

a

b
− rF

)2
+ rF

(
rT +

a

b

)
− 3rT

a

b

)
, (2.3)

which depends solely on rT , a/b, and rF . The Appendix also shows that each bank’s equilibrium quantity

of loans, denoted QM , and the equilibrium proportion of small firms obtaining bank loans, denoted ρM ,

equal:

QM =
2b2

9t

[
2
a

b
rT −

(a
b
− rT

)2
− 2rF

(a
b

+ rT − rF
)

(2.4)

+
(a
b

+ rT − 2rF

)√(
rT +

a

b
− rF

)2
+ rF

(
rT +

a

b

)
− 3rT

a

b

]

ρM =
2bn

3t

[
2rT −

a

b
− rF +

√(
rT +

a

b
− rF

)2
+ rF

(
rT +

a

b

)
− 3rT

a

b

]
. (2.5)

Since the local monopoly equilibrium can occur only if ρM < 1, this condition is equivalent to an upper

bound on the number of banks:

n < nM ≡
3t

2b

[
2rT − a

b
− rF +

√(
rT + a

b
− rF

)2
+ rF

(
rT + a

b

)
− 3rT

a
b

] . (2.6)

2.3 Competitive equilibrium

When there are sufficiently many banks in the market, each bank competes with its two neighboring banks

to lend to small firms. In equilibrium, all firms choose to borrow from banks and none use trade credit. The

Appendix shows that in this competitive case the symmetric Bertrand-Nash equilibrium bank loan rate is:

rL = rF +
1

2
m+

t

bn
−

√
m2

4
+

(
t

bn

)2

, (2.7)
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wherem ≡ a
b
−rF is the maximum interest margin at which borrowing is nonnegative. Each bank’s quantity

of loans made to small firms equals:

QC =
b

n

1

2
m− t

bn
+

√
m2

4
+

(
t

bn

)2
 . (2.8)

Of course when this competitive equilibrium holds, firms that are farthest from banks at the distance x = 1
2n

must continue to prefer bank loan financing rather than trade credit. In other words, equation (2.2) must

hold where x = 1
2n

and rL is given by equation (2.7). This requirement is equivalent to the number of

banks, n, satisfying the condition

n

rT − a
b

+ rF

2
+

√
m2

4
+

(
t

bn

)2
 > 3t

2b
. (2.9)

Thus, when n is sufficiently large such that condition (2.9) holds, the competitive equilibrium obtains and

the proportion of small firms obtaining bank loans, ρ, equals 1 so that no firm borrows using trade credit.

2.4 Kinked equilibrium

Recall that nM , defined in inequality (2.6), is the upper bound on the number of banks in the market for the

monopoly equilibrium to hold. Also, let nC be the value of n such that inequality (2.9) holds with equality,

so that it is the lower bound on the number of banks for the competitive equilibrium to hold. The Appendix

shows that there exists n such that nM < n < nC . In other words, there are intermediate numbers of banks

where neither the monopoly equilibrium nor the competitive equilibrium holds. Salop (1979) describes this

third type of equilibrium as a “kinked” equilibrium because at the point where the proportion of small firms

receiving bank loans, ρ, equals 1, the elasticity of (loan) demand changes discretely from the monopoly

equilibrium to the competitive equilibrium, producing a kink in the loan demand curve.
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2n

The kinked equilibrium is characterized by the maximum bank loan rate such that ρ = 1.  Hence, at this 

loan rate, the small firms farthest from banks at the distance x = 1 are indifferent between borrowing from

banks and trade creditors. This kinked equilibrium loan rate equals:

rL = rT −
1

2nb
, (2.10)

and each bank’s quantity of loans equals

QK =
1

n

(
a− brT +

t

2n

)
. (2.11)

Since the kinked equilibrium loan rate is the maximum rate conditional on all firms choosing banks, we

have that the proportion of firms obtaining bank loans, ρ, equals 1, the same as the competitive equilibrium.

2.5 Effects of CRA policy

To summarize our model’s results, the equilibrium bank loan rate equals:

rL =


1
3

(
rT + a

b
+ rF −

√(
rT + a

b
− rF

)2
+ rF

(
rT + a

b

)
− 3rT

a
b

)
if n < nM

rT − t
2nb

if nM ≤ n ≤ nC

rF + 1
2
m+ t

bn
−
√

m2

4
+
(
t
bn

)2 if nC < n,

(2.12)

and the proportion of small firms obtaining bank loans is

ρ =

 ρM if n < nM

1 if nM ≤ n,
(2.13)

where ρM < 1 is given in equation (2.5).

The CRA, enacted in 1977, was motivated by the perception that many banks collected deposits from

their branches located in LMI areas but extended insufficient credit to residents and small firms in these

areas. Thus, the goal of the CRA is to expand bank lending to LMI areas beyond what banks would choose
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in the absence of this legislation. Banks are regularly examined and rated for CRA compliance by their

federal regulators. These ratings are released to the public and carry consequences. First, federal regulators

must consider a bank’s CRA performance when evaluating its application for a merger or acquisition, for

its formation of a branch, or for other business activity. Second, and more indirectly, community activists

and public interest groups monitor banks and can impose public relations costs on those with poor CRA

performance. Hence, they provide an independent source of bank discipline.

Given these penalties from noncompliance, one would expect that, ceteris paribus, a bank’s amount

lent in CRA-eligible markets exceeds that in CRA-ineligible markets. Indeed, a Federal Reserve survey of

banks finds that a majority engaged in some lending in CRA-eligible areas that they would not have done

in the absence of the law (Avery, Bostic, and Canner (2005)). A corollary to this behavior is that if a market

transitioned from being CRA-ineligible to CRA-eligible due to a small change in its LMI status, banks

would lower loan rates below those predicted by equation (2.12), thereby expanding lending beyond that

predicted by our model’s QM , QK , and QC in equations (2.4), (2.11), and (2.8), respectively.

However, our model predicts that such a lowering of loan rates and an expansion of bank lending would

have disparate effects on small firms’ use of trade credit across different types of markets. Equation (2.13)

shows that CRA eligibility reduces firms’ use of trade credit only for markets characterized by the monopoly

equilibrium since only in these markets are there “unbanked” firms that depend on trade credit in the absence

of the CRA. Consequently, we expect that CRA eligibility will lead to a greater reduction in small firms’

use of trade credit in banking markets characterized by high concentration and low competition.

The next section discusses the design of our empirical analysis that tests these model predictions.

3 Empirical methodology and data

This section discusses how an area’s CRA eligibility is determined based on its LMI status, how our empir-

ical tests exploit this eligibility, the data used in the tests, and summary statistics of the data.
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3.1 Treatment of census tracts

Recall that a bank’s CRA rating is heavily weighted by the bank’s lending in census tracts that are designated

as LMI areas. A census tract is an LMI area or “CRA-eligible” if its MFI is less than 80% of its surrounding

metropolitan area’s MFI based on information provided by the U.S. Census. According to the Federal

Financial Institutions Examination Council (FFIEC), until the end of 2011, a tract’s CRA eligibility was

based on MFIs determined from year 2000 census data. From January 2012 forward, eligibility was based

on MFIs using year 2010 census data. As a result, approximately 15% of the tracts that were marginally

ineligible in 2011 using the 2000 census became CRA-eligible tracts in 2012 using the 2010 census.

Our tests compare these newly eligible census tracts relative to census tracts that remained ineligible

using a RD design. Prior empirical studies analyzing the effects of the CRA on lending have also used

an RD approach, including Avery, Calem, and Canner (2003), Bhutta (2011), Avery and Brevoort (2015),

Bostic and Lee (2017) and Kim, Lee, and Earle (2021). However, unlike this prior work that uses a sharp RD

design, we employ a fuzzy RD design. The difference is that we interpret the CRA’s incentive on lending

in an eligible census tract as probabilistic rather than deterministic. In other words, using the language

of the RD literature, some banks are “noncompliant” in that they do not necessarily have an incentive to

increase their lending to a particular newly CRA-eligible census tract. Failing to consider the probabilistic

nature of a loan increase induced by CRA eligibility means that the actual effect on the outcome variable

is underestimated because all eligible tracts are equally counted, independent of whether the bank actually

increased its lending.

The reason for a bank’s possible noncompliance is that its overall CRA rating is based on an examination

of its lending in a broader geographic assessment area that the bank can reasonably serve with its main office

and branches. The implication is that a census tract’s eligibility may increase the probability that a bank has

a greater incentive to lend in that tract, but the bank could still obtain a satisfactory CRA rating by lending

to other CRA-eligible tracts within a county or MSA where the bank has a presence. Consistent with our

assumption that banks may be noncompliant in lending to small firms in CRA-eligible tracts is the Federal

Reserve survey evidence reported in Avery, Bostic, and Canner (2005). Surveyed banks responded that they
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were significantly less likely to establish a special lending program in CRA-eligible areas for the case of

small business loans compared to the case of residential mortgages.10

Therefore, we need to identify the eligible tracts that actually experience a CRA-induced increase in

bank loan supply. This supply-driven loan growth is more easily observed among newly eligible tracts

compared to census tracts that have remained eligible based on the 2000 census data and thus had a more

predictable supply of loans ever since. Focusing on newly eligible tracts where banks are, presumably,

less likely to have built long-term relationships with local firms helps to avoid any confounding effect from

relationship lending on the firm’s use of trade credit.

Our RD tests take the following form. Let Xi be census tract i’s ratio of MFI to the MFI of the sur-

rounding metropolitan area. According to the CRA, loans to small firms in this tract become CRA eligible

when Xi < c = 80%, generating a discontinuity at the cutoff, c. We define as “treatment” a CRA-induced

substantial growth in small firm loans, and we denote it with the dummy variable Ti. In sharp RD design,

assignment to treatment coincides with the actual treatment, and thus, the jump in the probability of ob-

serving a substantial increase in small firm loans at the cutoff is from zero to one. As discussed above,

compliance in the case of the CRA is imperfect due to a bank’s lending being assessed over a broader area

than a single eligible census tract. Therefore, we employ a fuzzy RD design where the probability of a

substantial increase in small firm loans at the cutoff is less than one.

Specifically, the fuzzy RD design assumes that newly eligible tracts are more likely to experience a

substantial increase in small firm loan supply disproportionate to that of census tracts that remain ineligible:

lim
ε→0

E[Ti|Xi = c−ε]− lim
ε→0

E[Ti|Xi = c+ε] = lim
ε→0

Pr(Ti = 1|Xi = c−ε)− lim
ε→0

Pr(Ti = 1|Xi = c+ε) > 0.

(3.1)

Now let Yi denote an outcome variable for census tract i, such as a measure of the amount of trade credit

used by small firms in census tract i. There should be no reason, other than the eligibility of the tract, for

this outcome variable to be a discontinuous function of the tract’s MFI ratio. This discontinuity of Yi is:

10Note: 54.9% of the respondents had set up a CRA Special Lending Program to expand residential mortgage lending, but
only 10.4% of the respondents had set up such a program to expand small business lending. While banks could still expand
lending without these programs, their existence indicates the strength of incentives to increase lending.
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lim
ε→0

E[Yi|Xi = c− ε]− lim
ε→0

E[Yi|Xi = c+ ε]. (3.2)

Based on equations (3.1) and (3.2), the fuzzy RD effect of the eligibility-induced substantial increase in

loans to small firms on the outcome variable Yi is defined as:

τ =
limε→0 E[Yi|Xi = c− ε]− limε→0 E[Yi|Xi = c+ ε]

limε→0 E[Ti|Xi = c− ε]− limε→0 E[Ti|Xi = c+ ε]
=
µY − − µY +

µT− − µT+

. (3.3)

where µU± denotes the limit of the expectation of variable U as Xi approaches c from below (-) or above

(+).

3.2 Estimation methodology

Estimation of the eligibility effect τ is performed using local polynomial estimators. Functions for Ti and

Yi above and below the cutoff are approximated by means of weighted polynomial regressions with weights

computed by applying a kernel function on the distance of each observation to the cutoff point. We employ

the robust local linear polynomial estimator of Calonico, Cattaneo, and Titiunik (2014), which corrects for

the bias of bandwidth. Formally, the conventional local linear estimator for a positive bandwidth h, kernel

function Kh = K((Xi − c)/h), and a set of covariates Zi is found by optimizing the equations:

µ̂U− = arg min
{b0,b1}

∑
n

(1(Xi < c)(Ui − b0 − b1(Xi − c)− γZi)2Kh (3.4)

µ̂U+ = arg min
{b0,b1}

∑
n

(1(Xi ≥ c)(Ui − b0 − b1(Xi − c)− γZi)2Kh, (3.5)

where the random variable Ui is equal to either Ti or Yi. Equations (3.4) and (3.5) use the recommended

choice of local linear polynomial approximation, b0 + b1(Xi − c), which has smaller asymptotic bias (Cat-

taneo, Idrobo, and Titiunik (2019)). Moreover, in the analysis that follows, we employ the Epanechnikov

kernel function, often called the optimal kernel, because it yields the lowest possible asymptotic mean

squared error (MSE). In additional robustness tests, we also use the Uniform kernel function.
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The probability of treatment (e.g., a substantial small firm loan increase) is estimated by the local linear

RD estimator that employs a local-quadratic bias correction:

τ̂T = µ̂T− − µ̂T+ − h2TBT (hT , bT ), (3.6)

where we denote BU(hU , bU) as the bias correction factor for variable U and bU is the bias-correction

bandwidth.11 Finally, the bias-corrected local linear fuzzy RD estimator of the effect of the treatment on the

outcome variable (e.g., trade credit usage) that employs a local quadratic estimate of the leading bias is:

τ̂Y =
µ̂Y − − µ̂Y +

µ̂T− − µ̂T+

− h2YBY (hY , bY ). (3.7)

The choice of bandwidth, h, is consequential because, given the choices of local linear approximation

and kernel function, the accuracy of the approximation is essentially determined by the bandwidth. For

all point estimators of the RD effects, we use the recommended MSE optimal plug-in bandwidth hMSE ,

which minimizes the asymptotic variance and bias of the estimator (Cattaneo, Idrobo, and Titiunik (2019)).

Additional robustness tests use the common MSE-optimal bandwidth selector for the sum of regression

estimates bandwidth hMSE,SUM , which is useful for minimizing overfitting. Furthermore, we use the CER

optimal bandwidth hCER, which minimizes the asymptotic coverage error rate of the bias corrected confi-

dence interval, for inference in the falsification tests. Finally, we use the cluster at census tract level robust

plug-in residuals variance estimator to compute the variance-covariance matrix.

3.3 Data

Our empirical analysis uses data from three sources. First, from the FFIEC, we obtain information on

small business loans made by individual banks. CRA regulations require that banks above given asset size

thresholds report their commercial loans extended to small firms.12 We focus on loans originated to small

11See Calonico, Cattaneo, and Titiunik (2014) for more details.
12Banks include national banks, state Federal Reserve member banks, state nonmember banks, and savings associations. The

FFIEC reports the asset-size filing threshold each year, and it is typically over $1 billion.
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firms with gross annual revenues of $1 million or less. The reported annual loan data refer to new loans and

include the total number of loans and the total loan amount at origination aggregated at the U.S. Census tract

level. CRA small business lending data cover roughly 86% of all loans of $1 million or less (Greenstone,

Mas, and Nguyen (2020)).

The FFIEC also publishes census data at the tract level.13 Variables that pertain to our analysis include

MFIs for each census tract and its surrounding MSA or Metropolitan Division (MD). As mentioned earlier,

if a census tract is within a bank’s assessment area, loans made in that tract qualify for CRA status based

on the tract’s MFI relative to the MFI in its MSA/MD.14 Therefore, updates of tract MFI or MSA/MD MFI

can change a tract’s CRA eligibility. According to the FFIEC, 2011 MFI data for both census tracts and

MSAs/MDs are based on the 2000 census, while 2012 MFI data are based on the 2010 census. Consistent

with this income data, census tracts are classified based on the 2000 census for loans originated in 2011,

while tracts are classified based on the 2010 census for loans originated in 2012. Additional demographic

variables used in our analysis include the census tract’s total population and its minority population as a

percentage of total population.

Second, data on small firms are obtained from the National Establishment Time Series (NETS) compiled

by Walls & Associates. Because small firms are mainly single establishments, we use the terms ‘firm’ and

‘establishment’ interchangeably. Among all NETS establishments, we exclude those from North American

Industry Classification System (NAICS) industries of Agriculture, Forestry, Fishing, and Hunting whose

CRA loans are reported separately, and from Education Services and Public Administration, which typically

do not depend on small business bank loans. We further drop establishments with a missing NAICS code,

data year, or employment numbers, and also inactive establishments such as those with a bankruptcy filing

indicator. Following the literature of the NETS database (Barnatchez, Crane, and Decker (2017)), we also

exclude establishments reporting only one employee, i.e., self-employed. Finally, we use the Small Business

Administration (SBA)’s definition to characterize an establishment as a small firm, namely, manufacturing

13A census tract, which is a relatively permanent subdivision of a county, generally contains between 1,200 and 8,000 inhab-
itants and varies in size across urban and rural areas.

14For tracts located outside a MSA/MD, the surrounding area MFI is the statewide non-MSA/MD MFI.

16



industry firms with less than 500 employees and nonmanufacturing industry firms with three-year average

annual sales below $7.5 million.

NETS also provides us with small firms’ PAYDEX scores, which measure how quickly a firm pays

its trade creditors. PAYDEX is compiled by Dun & Bradstreet (D&B) based on reports from each firm’s

vendors and suppliers. It uses a rolling, 12-month record of a firm’s payments to compute a value-weighted

average of the number of days it takes the firm to pay its bills relative to each bill’s “terms” or due date. For

example, if a vendor’s bill specified “2/10, net 30,” 30 days would be the bill’s terms, so that the firm would

receive the 10% discount by paying at least 20 days sooner than terms. PAYDEX scores range between

100 and 1, where scores of 100, 90, and 80 equate to paying sooner than terms by 30, 20, and 0 days,

respectively. PAYDEX scores of 70, 60, 50, 40, 30, 20, and 10 equate to paying beyond terms by 15, 22,

30, 60, 90, 120, and over 120 days, respectively.15

To assign establishments to census tracts, we perform geocoding from an establishment’s latitude and

longitude provided by NETS to determine within which tract’s boundary it falls, where tract boundary files

were downloaded from the U.S. Census website. Consistent with CRA lending data, NETS data before 2012

are mapped to census tracts based on the 2000 census map, while 2012 NETS data are mapped based on

2010 census map.16 For each year, we calculate the total number of small firms and their average PAYDEX

scores per census tract. In addition, we calculate the proportion of firms with PAYDEX scores higher than

70. We choose to focus on a 70 PAYDEX score threshold for two reasons. First, 70 is approximately

the average PAYDEX score observed among small firms in our sample which makes it a suitable cut off

compared to other scores.17 Second, a firm with a score below 70 is paying later than a bill’s terms or due

date, implying that it is missing out on most early-payment discounts and may be subject to late-payment

penalties. As such, small firms with a score below 70 are likely resorting to relatively expensive trade credit.

15See www.dandb.com/glossary/paydex/. Note that PAYDEX is based exclusively on the speed at which trade credit from
vendors and suppliers is paid and does not include the speed at which other obligations, such as bank loans, are paid.

16We exclude establishments that moved during our sample period to avoid potential confounding factors that led a firm to
relocate to obtain a CRA loan. We also drop establishments with missing coordinates.

17Only 0.5% of firms have a PAYDEX score of 80 or above, 73.1% have a score between 70 and 80, and 26.4% have a score
of 70 or below.
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Finally, bank branch data come from the Summary of Deposits (SOD), the annual report of branch office

deposits for all FDIC-insured institutions including insured U.S. branches of foreign banks. Following

standard treatment, we keep only brick-and-mortar branches and remove any branches with missing or

duplicated physical addresses. SOD reports latitudes and longitudes of most physical branches, and for

those that are missing this data, we impute coordinates from geocoding the branch addresses.

To estimate the relevant bank branches to which a small firm in a given census tract would likely have

access, we draw a circle with a search radius around the population center of each census tract.18 We assume

a small firm searches for bank branches within 2 miles around the center of a tract in an urban area, 5 miles

in a mixed urban/rural area, and 10 miles in a rural area.19 Any bank branch having coordinates within the

relevant search radius from the tract center is considered to serve small firms in that tract. Thus, we are able

to identify for each year all bank branches serving a particular census tract.

We calculate the Herfindahl-Hirschman Index (HHI) of banks serving each tract by estimating their

market shares of deposits in branches serving that tract.20 We also calculate separately the total number of

branches of large banks, defined as banks with assets exceeding the annual CRA regulatory size threshold,

and the total number of branches of small banks, defined as banks with assets below that threshold. The

large versus small bank distinction is potentially important since prior research suggests that small banks

are more inclined to fund local small firms (Berger, Miller, Petersen, Rajan, and Stein (2005)). In addition,

small banks below the CRA regulatory threshold are subject to fewer reporting requirements and may face

less pressure to embrace CRA mandates (Marsico (2005)).

3.4 Summary statistics

Our sample is composed of observations at the census tract level during the years 2011 and 2012. It includes

two types of census tracts: the newly CRA-eligible tracts after the incorporation of the 2010 census data and

18Tract population center files are downloaded from the census website (https://www.census.gov/geographies/reference-
files/time-series/geo/centers-population.2010.html).

19Using the same distance across sparsely and densely populated areas assumes that it takes the same amount of time to cover
a distance of 10 miles in rural and urban areas, which is counterfactual. Consequently, a fixed distance would inflate the number
of branches in more densely populated areas while underestimating the figure for rural areas. The same approach was adopted
by the Bank Policy Institute’s report Some Facts about Bank Branches and LMI Customers.

20Any branches of the same bank serving a tract are treated as one unit because they are not considered competitors.
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the tracts that remained CRA-ineligible after the census data update. Moreover, we exclude all new tracts

in the 2010 census that were not included in the 2000 census and also restrict the analysis to tracts whose

boundaries were relatively unchanged. Overall, we have 73,366 observations with 69,315 observations

belonging to upper-middle income (UMI) tracts with a MFI above the 80% cutoff and 4,051 observations

belonging to LMI tracts with a MFI below the 80% cutoff.

Table 1 Panel A provides summary statistics on our bank data for the subsample of UMI census tracts

and the subsample of LMI census tracts. It reports statistics on the number and amount of small business

loans, the number of branches split by bank size, and the HHI bank concentration measure. Table 1 Panel

B summarizes the demographic data including the tract population, the percentage of minority population,

and the MFI. Moreover, it includes business data, specifically the number of small firms, the average trade

credit (PAYDEX) score, and the proportion of firms with trade credit score higher than 70.

Table 1: Descriptive statistics for upper-middle income tracts & lower-moderate income tracts

Panel A: Bank branch and small business loan data
80%≤ MFI (N=69,315) MFI< 80% (N=4,051)

VARIABLES mean sd min max mean sd min max
Number of small business loans 35.25 33.72 0 1,146 24.17 31.72 0 1,191
Total amount ($Th) of small business loans 1,121 1,388 0 33,090 848.9 1,290 0 35,015
Branches of small banks 2.310 2.751 0 48 1.987 2.339 0 29
Branches of large banks 5.829 4.997 0 62 5.333 4.181 0 49
HHI-tract 3,090 2,177 0 10,000 3,252 2,158 0 10,000

Panel B: Demographic and business data
80%≤ MFI (N=69,315) MFI< 80% (N=4,051)

VARIABLES mean sd min max mean sd min max
Population 4,314 1,747 23 33,041 4,138 1,747 37 16,326
Minority population (%) 22.36 22.17 0 99.93 42.68 28.57 1.030 99.87
Tract MFI 68,841 28,827 20,833 250,001 45,564 10,789 2,499 85,912
Number of small firms 182.8 162.4 1 5,774 158.4 171.2 5 5,515
Trade credit score 71.06 3.462 33.38 80.57 69.55 4.169 18 80
Proportion of firms with score higher than 70 0.753 0.0883 0 1 0.719 0.100 0 1

A direct comparison between the two groups of tracts reveals that LMI tracts, on average, are slightly

less populated and have a significantly higher proportion of minority population compared to UMI tracts.

Consistent with Mills, Battisto, and Lieberman (2019), on average, LMI tracts have fewer small firms, fewer

large and small bank branches, and lower bank competition (higher HHI) compared to UMI tracts. Given

these statistics, it is not surprising that, on average, LMI tracts have lower numbers and amounts of small

business loans and lower firm trade credit scores compared to the UMI tracts.
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Our baseline RD estimates use tract observations from Table 1 but assign greater weights to those

observations close to the 80% MFI cutoff. To compare the subsample of tracts within 10% of this cutoff,

Table 2 Panels A and B summarize the characteristics of tracts with a MFI between 80% and 90% to tracts

with a MFI between 70% and 80%. The table indicates that differences between UMI and LMI tracts close

to the cutoff are mostly eliminated, allowing us to conclude that these tracts have similar demographic,

business, and banking characteristics.

Table 2: Descriptive statistics for upper-middle income tracts & lower-moderate income tracts with MFI close to the
CRA threshold

Panel A: Bank branch and small business loan data
80%≤ MFI<90% (N=10,863) 70%<MFI< 80% (N=2,608)

VARIABLES mean sd min max mean sd min max
Number of small business loans 24.68 23.39 0 479 24.93 34.45 0 1,191
Total amount ($Th) of small business loans 825.0 1,116 0 20,302 857.3 1,353 0 35,015
Branches of small banks 2.032 2.347 0 48 1.974 2.212 0 20
Branches of large banks 4.929 4.302 0 62 5.258 4.108 0 49
HHI 3,432 2,321 0 10,000 3,234 2,161 0 10,000

Panel B: Demographic and business data
80%≤ MFI<90% (N=10,863) 70%<MFI< 80% (N=2,608)

VARIABLES mean sd min max mean sd min max
Population 4,153 1,612 37 16,532 4,247 1,722 494 16,326
Minority population (%) 29.47 26.57 0 99.76 39.09 28.13 1.040 99.67
Tract MFI 47,805 11,267 20,833 95,777 48,726 10,303 24,274 85,912
Number of small firms 154.0 127.9 1 4,024 161.4 183.4 8 5,515
Trade credit score 70.37 3.808 33.38 80.19 69.76 4.036 18 79.34
Proportion of firms with score higher than 70 0.734 0.0965 0 1 0.726 0.0966 0 1

As a robustness exercise, we estimate the effects of CRA eligibility using a separate sample of matched

tracts. At first glance, the use of a matched sample in RD design seems unnecessary. Heckman, LaLonde,

and Smith (1999) argue that regression discontinuity estimators constitute a special case of selection on

observables, and thus, the RD estimator is a limit form of matching. Indeed, as we observed above, the

heterogeneity of observable tract characteristics is largely eliminated for tracts with MFI ratios close to

the CRA cutoff. Nonetheless, tracts from different states may be subject to different regulatory and legal

frameworks, such as branch banking policies. Since these disparities could affect the supply of bank credit,

we will perform an alternative estimation exercise using a matched sample that accounts for unobservable

state-induced heterogeneity.

20



Specifically, for every tract that becomes eligible for CRA regulation, we find a matched tract that re-

mained ineligible and that is located in the same MSA or in the same state if the tract is not in an MSA.

Matching is performed based on the tracts having similar population, proportion of minority population,

MFI, number of small firms, number of large bank branches, and number of small bank branches. Match-

ing uses a nearest neighbor approach with distances that are a weighted function of the above covariates.

Weights are derived from the Mahalanobis method, which is based on the inverse of the covariates’ variance-

covariance matrix. Table 3 Panels A and B summarize the characteristics of the same-state matched tract-

year observations split between UMI and LMI tracts.21

Table 3: Descriptive statistics for upper-middle income tracts & lower-moderate income matched tracts

Panel A: Bank branch and small business loan data
80%≤ MFI (N=10,274) MFI< 80% (N=3,974)

VARIABLES mean sd min max mean sd min max
Number of small business loans 25.59 29.66 0 1,146 24.07 31.85 0 1,191
Total amount ($Th) of small business loans 862.2 1,214 0 32,205 847.1 1,290 0 35,015
Branches of small banks 2.147 2.441 0 32 1.986 2.346 0 29
Branches of large banks 5.583 4.268 0 50 5.350 4.189 0 49
HHI 3,088 2,044 0 10,000 3,248 2,160 0 10,000

Panel B: Demographic and business data
80%≤ MFI (N=10,274) MFI< 80% (N=3,974)

VARIABLES mean sd min max mean sd min max
Population 4,093 1,534 91 15,955 4,138 1,751 37 16,326
Minority population (%) 33.26 26.84 0.440 99.77 42.94 28.58 1.030 99.87
Tract MFI 51,150 13,629 20,833 200,001 45,322 10,668 2,499 85,912
Number of small firms 158.3 166.6 5 5,774 157.9 171.8 5 5,515
Trade credit score 70.09 3.897 33.38 80.19 69.55 4.179 18 80
Proportion of firms with score higher than 70 0.725 0.0987 0 1 0.719 0.101 0 1

4 Empirical results

4.1 CRA regulation and bank lending to small firms

The fundamental assumption of this study’s fuzzy RD design is that the probability of a substantial increase

in bank lending to small firms is greater in census tracts that become CRA-eligible compared to census

tracts that remain ineligible. We begin the empirical investigation by providing explicit evidence in support

21The number of LMI and UMI tracts differ in Table 3, since in 2011, all tracts were ineligible UMI tracts, while 3,974 of
these tracts became eligible LMI tracts in 2012.
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of this assumption. In particular, we define a substantial increase in a census tract’s loans to small firms as

an increase of at least 20% either in the number or in the total amount of these loans.22

Table 4 columns (1) and (2) present the estimated discontinuity jump in the probability of a substantial

increase in loans to small firms, τ̂T = µT−−µT+ , for the unmatched and the matched samples, respectively.

These estimations use a set of covariates Zi that includes the census tract’s population, the population’s

proportion of minorities, the MFI, and the number of small and large bank branches within the tract’s search

area. The estimates indicate that CRA eligibility leads to approximately 25% and 34% higher probabilities

of a substantial increase in loans for the unmatched and matched samples, respectively. These results are

consistent with prior evidence that the CRA promotes small business lending. Ding, Lee, and Bostic (2018)

show that the CRA leads to an increase in the number of loan originations, Agarwal, Benmelech, Bergman,

and Seru (2012) find that, in the six quarters surrounding a CRA exam, lending by banks is elevated on

average by 5%, and Kim, Lee, and Earle (2021) find a 3% to 4% increase in the number of small business

loans and a 6% to 10% increase in the dollar loan amount in tracts that become CRA eligible.

Table 4 columns (3) to (6) also present estimates of the probability of a substantial increase in loans

due to CRA eligibility for subsamples based on a census tract’s level of bank concentration. We follow

Department of Justice (DoJ) guidelines and define low bank competition tracts as having an HHI greater

than 1800 and high bank competition tracts as having an HHI less than 1800.23 For the unmatched samples,

CRA eligibility leads to an approximately 27% higher probability of a substantial increase in loans in low

competition tracts and a 23% higher probability in high competition tracts. For the matched sample, CRA

eligibility results in an approximately 36% higher probability of a loan growth increase in low competition

tracts and a 32% probability in high competition tracts. In summary, the evidence indicates a significant

rise in the probability of a substantial increase in bank lending to small firms in census tracts that become

CRA eligible, and the rise occurs in newly eligible tracts with both low and high bank competition.

22The median growth in the entire population of tracts is 1.3% in the number of loans and 0.06% in the amount. The chances
of observing at least 20% annual growth in the number of small firm loans is 25%. We have tested other thresholds of loan
growth in the range between 15% to 25% and all reported results remain statistically significant.

23More details are available at: https://www.justice.gov/atr/bank-merger-competitive-review-introduction-and-overview-
1995.
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Table 4: CRA eligibility and small firm loan growth

All tracts Low bank competition tracts High bank competition tracts
VARIABLES (1) (2) (3) (4) (5) (6)
Conventional 0.246*** 0.341*** 0.267*** 0.362*** 0.228*** 0.318***

(0.0197) (0.0212) (0.0215) (0.0235) (0.0433) (0.0450)
Bias-corrected 0.250*** 0.344*** 0.272*** 0.367*** 0.236*** 0.323***

(0.0197) (0.0212) (0.0215) (0.0235) (0.0433) (0.0450)
Robust 0.250*** 0.344*** 0.272*** 0.367*** 0.236*** 0.323***

(0.0230) (0.0247) (0.0249) (0.0270) (0.0510) (0.0526)

Observations 73366 14248 49461 10292 21021 3550
Robust 95% CI [.205 ; .295] [.296 ; .393] [.223 ; .32] [.315 ; .42] [.136 ; .336] [.22 ; .426]
Kernel Type Epanechnikov Epanechnikov Epanechnikov Epanechnikov Epanechnikov Epanechnikov
BW Type mserd mserd mserd mserd mserd mserd
Sample Total Matched Total Matched Total Matched
Order Loc.Poly.(p) 1.000 1.000 1.000 1.000 1.000 1.000
Order Bias(q) 2.000 2.000 2.000 2.000 2.000 2.000
BW Loc.Poly.(h) 11.306 10.124 12.711 11.104 11.465 10.745
BW Bias (b) 19.342 17.823 22.673 20.731 19.008 18.318

Note: The outcome variables are the probabilities of an increase of at least 20% in either the number or the total amount of bank loans made to small firms. 
Covariates include the tract’s population, the proportion of minority populations, the MFI, and the number of small and large bank branches. Bank 
competition is measured by HHI. Conventional estimator of RD is based on the first order (linear) polynomial estimators in (3.4) and (3.5). (Robust) 
Bias-corrected is the first order polynomial RD estimator in (3.6). Reported bandwidths are percentage points of the MFI ratio. Standard errors in 
parentheses. Significance levels are ***1%, **5%, and *10%.

4.2 CRA regulation and small firm trade credit

The CRA-induced increase in bank lending documented in the previous section does not automatically

imply that small firms will reduce their reliance on trade credit. We now address this issue by providing

empirical evidence that when a census tract becomes CRA eligible, small firms’ average PAYDEX score

rises. The higher PAYDEX score, which indicates more rapid payments to vendors and suppliers, is consis-

tent with small firms substituting lower-cost bank credit for higher-cost trade credit.

As a preliminary analysis, we begin by plotting the PAYDEX score distribution one year after potential

CRA eligibility relative to the ratio of the census tract’s MFI ratio using the evenly spaced method to select

the number of bins. The left RD plot in Figure 1 reveals that there is a discontinuous jump at the 80% MFI

cutoff. In particular, the small firms located in census tracts with an MFI ratio lower than 80% have an

average PAYDEX score, one year after the tract’s eligibility, significantly higher than the average score of

small firms located in census tracts with an MFI ratio higher than 80%. Moreover, the lower value of the

95% confidence interval for the sample mean of the PAYDEX score within the bin close to, but below, the

cutoff is higher than the upper value of the 95% confidence interval for the sample mean of the PAYDEX
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score within the bin close to, but above, the cutoff, suggesting that the jump is statistically significant at the

5% level. In addition to the discontinuity at the cutoff, note that the plot has an upward trend indicating that

small firms located in census tracts with higher MFI ratios tend to have higher PAYDEX scores. Similar

conclusions are drawn by looking at the rightmost plot in Figure 1, which gives the RD plot of the proportion

of firms with a PAYDEX score of more than 70.
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Figure 1: The trade credit score discontinuity at the cutoff point of 80% in the MFI ratio

We now turn to estimating the effect of CRA eligibility, τ̂Y in equation (3.7), on small firms’ average

PAYDEX score one year after their census tract’s eligibility. The estimation again includes covariates for the

census tract’s population, the population’s proportion of minorities, the MFI, and the number of small and

large bank branches within the search area. The results in Table 5 Panel A show that there is a statistically

significant increase in the average PAYDEX score of small firms in the year following CRA eligibility. For

example, the bias corrected local linear estimate varies from 1.31 to 1.40 points for the full sample and 1.70

to 1.72 points for the matched sample. The magnitude of the effect is equal to half of the score’s standard

deviation. Based on how PAYDEX is calculated, a 1 point improvement at the sample average PAYDEX

of 70 implies a 1.5-day shorter bill payment period. Thus, the bias-corrected estimates imply that CRA

eligibility leads to a reduction in the average time that small firms use trade credit of 2.0 to 2.6 days.
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Table 5: Effect of CRA regulation on firms’ trade credit score

Panel A: PAYDEX score
VARIABLES (1) (2) (3) (4)
Conventional 1.413** 1.434** 1.683*** 1.772***

(0.583) (0.568) (0.484) (0.495)
Bias-corrected 1.308** 1.400** 1.698*** 1.719***

(0.583) (0.568) (0.484) (0.495)
Robust 1.308* 1.400** 1.698*** 1.719***

(0.676) (0.635) (0.559) (0.560)

Observations 73366 73366 14248 14248
Robust 95% CI [-.018 ; 2.633] [.155 ; 2.645] [.602 ; 2.794] [.622 ; 2.816]
Kernel Type Epanechnikov Uniform Epanechnikov Uniform
BW Type mserd msecomb1 mserd msecomb1
Sample Total Total Matched Matched
Order Loc.Poly.(p) 1.000 1.000 1.000 1.000
Order Bias(q) 2.000 2.000 2.000 2.000
BW Loc.Poly.(h) 10.950 10.256 10.586 9.257
BW Bias (b) 19.221 21.994 19.065 19.138

Panel B: Proportion of firms with PAYDEX >70
VARIABLES (1) (2) (3) (4)
Conventional 0.0303** 0.0347** 0.0357*** 0.0389***

(0.0152) (0.0145) (0.0127) (0.0129)
Bias-corrected 0.0275* 0.0331** 0.0353*** 0.0387***

(0.0152) (0.0145) (0.0127) (0.0129)
Robust 0.0275 0.0331** 0.0353** 0.0387***

(0.0176) (0.0165) (0.0147) (0.0144)

Observations 73366 73366 14248 14248
Robust 95% CI [-.007 ; .062] [.001 ; .066] [.006 ; .064] [.01 ; .067]
Kernel Type Epanechnikov Uniform Epanechnikov Uniform
BW Type mserd msecomb1 mserd msecomb1
Sample Total Total Matched Matched
Order Loc.Poly.(p) 1.000 1.000 1.000 1.000
Order Bias(q) 2.000 2.000 2.000 2.000
BW Loc.Poly.(h) 11.053 10.576 9.990 8.828
BW Bias (b) 19.586 20.734 18.010 19.070

Note: The outcome variables are the one-year forward tract-level average trade credit score of small firms (Panel A) and the proportion of firms with a 
trade credit score of more than 70 (Panel B). Covariates include the tract’s population, the proportion of minority populations, the MFI, and the number of 
small and large bank branches. Conventional estimator of RD is based on the first order (linear) polynomial estimators in (3.4) and (3.5). (Robust) Bias-
corrected is the first order polynomial fuzzy RD estimator in (3.7). Reported bandwidths are percentage points of the MFI ratio. Standard errors in 
parentheses. Significance levels are ***1%, **5%, and *10%.
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Table 5 Panel B provides evidence similar to that of Panel A by showing that in newly CRA-eligible

census tracts, there is an increase in the proportion of small firms having a PAYDEX score exceeding 70.

The effect measured by the bias-corrected local linear estimate of τ̂Y in equation (3.7) varies from 2.75%

to 3.87%. This increase is economically significant when compared to the approximately 71.6% proportion

of firms in LMI tracts that have a PAYDEX exceeding 70 in the year prior eligibility.

In summary, this section’s evidence is consistent with small firms in newly CRA-eligible census tracts

using bank loans to reduce their trade credit. Since trade credit is more expensive relative to institutional

finance such as bank loans (Petersen and Rajan (1997)), our results suggest that small firms are able to

reduce their overall financing costs when their census tract becomes CRA-eligible.

4.3 CRA regulation, bank competition, and small firm trade credit
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Figure 2: The trade credit score discontinuity and bank competition

The effect of CRA regulation on trade credit documented above applies to the average tract in our sam-

ple. In this section, guided by the predictions of our theoretical model, we examine this effect conditional

on bank competition as measured by the HHI of the tract’s search area. We begin by plotting the PAYDEX

score distribution one year following potential CRA eligibility versus the census tract’s MFI ratio for low
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and high bank competition tracts. For low competition tracts having an HHI above 1800, the top left RD

plot in Figure 2 indicates that there is a discontinuous jump in the average PAYDEX score at the 80% MFI

cutoff for CRA eligibility. The 95% confidence interval’s lower bound for the average PAYDEX score

close to, but below, the cutoff is higher than the upper bound of the 95% confidence interval for the average

PAYDEX score close to, but above, the cutoff, suggesting that the jump is statistically significant at the 5%

level. Similarly, the bottom left RD plot in Figure 2 shows that in low competition tracts there is also a

statistically significant jump in the proportion of firms with a PAYDEX score exceeding 70 at the 80% MFI

cutoff.

The right RD plots in Figure 2 show the distribution of the average PAYDEX score (top panel) and the

proportion of firms with PAYDEX exceeding 70 (bottom panel) for census tracts with high bank competition

having an HHI below 1800. While these top and bottom right plots reveal a discontinuous jump at the 80%

MFI cutoff for CRA eligibility, the discontinuity does not appear statistically significant because the two

confidence intervals, just below and just above the cutoff, overlap.

Table 6 provides more formal estimates of the effects of CRA eligibility on PAYDEX scores for un-

matched and matched samples split between low bank competition and high bank competition tracts. Its

results reinforce the graphical findings in Figure 2. Columns (1) and (2) of Table 6 Panel A show that in

tracts with low bank competition (HHI > 1800), CRA eligibility has a strong positive effect on the average

trade credit score one year after the change in eligibility status. As a robustness check, columns (3) and

(4) of Table 6 Panel A present results using an alternative measure of low bank competition, namely census

tracts where the total number of bank branches is below the overall sample median. These results show that

in tracts with a relatively low number of bank branches, CRA eligibility has a strong positive effect on the

average trade credit score one year after the change in eligibility status.

Turning to tracts with high bank competition, Table 6 Panel A columns (5) and (6) provide results for

tracts with an HHI below 1800 while columns (7) and (8) present results for tracts with an above median

number of bank branches. Overall, these results indicate that the effect of new CRA eligibility on small

firms’ trade credit scores is insignificant or statistically weaker than the effect on small firm trade credit

found for low competition tracts. Similarly, Table 6 Panel B columns (1) and (4) confirm that in markets

27



Ta
bl

e
6:

B
an

k
co

m
pe

tit
io

n
an

d
th

e
ef

fe
ct

of
C

R
A

re
gu

la
tio

n
on

fir
m

s’
tr

ad
e

cr
ed

it

P a
ne

lA
:P

A
Y

D
E

X
sc

or
e

L
o w

ba
nk

co
m

pe
tit

io
n

tr
ac

ts
H

ig
h

ba
nk

co
m

pe
tit

io
n

tr
ac

ts
V A

R
IA

B
L

E
S

(1
)

(2
)

(3
)

(4
)

(5
)

(6
)

(7
)

(8
)

C
on

ve
nt

io
na

l
1.

55
3*

**
1.

67
6*

**
1.

83
9*

**
2.

11
7*

**
2.

14
2*

2.
20

5*
*

1.
46

8*
1.

53
9*

*
(0

.5
80

)
(0

.5
61

)
(0

.7
04

)
(0

.5
73

)
(1

.2
48

)
(1

.0
45

)
(0

.8
00

)
(0

.6
86

)
B

ia
s-

co
rr

ec
te

d
1.

50
9*

**
1.

66
2*

**
1.

71
9*

*
2.

12
8*

**
2.

09
3*

2.
15

8*
*

1.
42

6*
1.

43
5*

*
(0

.5
80

)
(0

.5
61

)
(0

.7
04

)
(0

.5
73

)
(1

.2
48

)
(1

.0
45

)
(0

.8
00

)
(0

.6
86

)
R

ob
us

t
1.

50
9*

*
1.

66
2*

*
1.

71
9*

*
2.

12
8*

**
2.

09
3

2.
15

8*
1.

42
6

1.
43

5*
(0

.6
71

)
(0

.6
49

)
(0

.8
27

)
(0

.6
61

)
(1

.4
64

)
(1

.2
15

)
(0

.9
27

)
(0

.7
88

)

O
bs

er
va

tio
ns

49
46

1
10

29
2

40
29

0
81

87
21

02
1

35
50

33
07

6
60

61
R

ob
us

t9
5%

C
I

[.1
94

;2
.8

25
]

[.3
9

;2
.9

33
]

[.0
97

;3
.3

4]
[.8

33
;3

.4
22

]
[-

.7
76

;4
.9

63
]

[-
.2

23
;4

.5
38

]
[-

.3
9

;3
.2

43
]

[-
.1

1
;2

.9
79

]
K

er
ne

lT
yp

e
E

pa
ne

ch
ni

ko
v

E
pa

ne
ch

ni
ko

v
E

pa
ne

ch
ni

ko
v

E
pa

ne
ch

ni
ko

v
E

pa
ne

ch
ni

ko
v

E
pa

ne
ch

ni
ko

v
E

pa
ne

ch
ni

ko
v

E
pa

ne
ch

ni
ko

v
B

W
Ty

pe
m

se
rd

m
se

rd
m

se
rd

m
se

rd
m

se
rd

m
se

rd
m

se
rd

m
se

rd
Sa

m
pl

e
To

ta
l

M
at

ch
ed

To
ta

l
M

at
ch

ed
To

ta
l

M
at

ch
ed

To
ta

l
M

at
ch

ed
O

rd
er

L
oc

.P
ol

y.
(p

)
1.

00
0

1.
00

0
1.

00
0

1.
00

0
1.

00
0

1.
00

0
1.

00
0

1.
00

0
O

rd
er

B
ia

s(
q)

2.
00

0
2.

00
0

2.
00

0
2.

00
0

2.
00

0
2.

00
0

2.
00

0
2.

00
0

B
W

L
oc

.P
ol

y.
(h

)
13

.3
51

9.
67

9
12

.2
88

13
.4

63
12

.6
37

11
.3

86
16

.1
33

12
.8

95
B

W
B

ia
s

(b
)

24
.2

12
17

.5
52

20
.8

51
24

.9
59

21
.1

74
19

.6
51

29
.2

46
23

.7
80

Pa
ne

lB
:P

ro
po

rt
io

n
of

fir
m

s
w

ith
PA

Y
D

E
X

>7
0

L
ow

ba
nk

co
m

pe
tit

io
n

tr
ac

ts
H

ig
h

ba
nk

co
m

pe
tit

io
n

tr
ac

ts
VA

R
IA

B
L

E
S

(1
)

(2
)

(3
)

(4
)

(5
)

(6
)

(7
)

(8
)

C
on

ve
nt

io
na

l
0.

03
63

**
0.

03
43

**
0.

03
40

*
0.

03
69

**
0.

03
94

0.
03

82
0.

03
69

*
0.

03
61

*
(0

.0
15

0)
(0

.0
13

9)
(0

.0
18

5)
(0

.0
16

0)
(0

.0
31

8)
(0

.0
26

6)
(0

.0
20

9)
(0

.0
18

5)
B

ia
s-

co
rr

ec
te

d
0.

03
44

**
0.

03
42

**
0.

02
90

0.
03

41
**

0.
03

79
0.

03
72

0.
03

67
*

0.
03

77
**

(0
.0

15
0)

(0
.0

13
9)

(0
.0

18
5)

(0
.0

16
0)

(0
.0

31
8)

(0
.0

26
6)

(0
.0

20
9)

(0
.0

18
5)

R
ob

us
t

0.
03

44
**

0.
03

42
**

0.
02

90
0.

03
41

*
0.

03
79

0.
03

72
0.

03
67

0.
03

77
*

(0
.0

17
3)

(0
.0

16
0)

(0
.0

21
7)

(0
.0

18
7)

(0
.0

37
3)

(0
.0

30
9)

(0
.0

24
3)

(0
.0

21
2)

O
bs

er
va

tio
ns

49
46

1
10

29
2

40
29

0
81

87
21

02
1

35
50

33
07

6
60

61
R

ob
us

t9
5%

C
I

[.0
01

;.
06

8]
[.0

03
;.

06
5]

[-
.0

13
;.

07
2]

[-
.0

03
;.

07
1]

[-
.0

35
;.

11
1]

[-
.0

23
;.

09
8]

[-
.0

11
;.

08
4]

[-
.0

04
;.

07
9]

K
er

ne
lT

yp
e

E
pa

ne
ch

ni
ko

v
E

pa
ne

ch
ni

ko
v

E
pa

ne
ch

ni
ko

v
E

pa
ne

ch
ni

ko
v

E
pa

ne
ch

ni
ko

v
E

pa
ne

ch
ni

ko
v

E
pa

ne
ch

ni
ko

v
E

pa
ne

ch
ni

ko
v

B
W

Ty
pe

m
se

rd
m

se
rd

m
se

rd
m

se
rd

m
se

rd
m

se
rd

m
se

rd
m

se
rd

Sa
m

pl
e

To
ta

l
M

at
ch

ed
To

ta
l

M
at

ch
ed

To
ta

l
M

at
ch

ed
To

ta
l

M
at

ch
ed

O
rd

er
L

oc
.P

ol
y.

(p
)

1.
00

0
1.

00
0

1.
00

0
1.

00
0

1.
00

0
1.

00
0

1.
00

0
1.

00
0

O
rd

er
B

ia
s(

q)
2.

00
0

2.
00

0
2.

00
0

2.
00

0
2.

00
0

2.
00

0
2.

00
0

2.
00

0
B

W
L

oc
.P

ol
y.

(h
)

14
.0

13
10

.3
57

11
.9

92
10

.7
45

12
.5

23
11

.6
46

15
.8

13
11

.8
86

B
W

B
ia

s
(b

)
25

.4
40

19
.2

66
20

.3
08

18
.4

57
20

.8
80

19
.9

80
28

.3
87

21
.5

84
N

ot
e:

 T
he

 o
ut

co
m

e 
va

ri
ab

le
s 

ar
e 

th
e 

on
e-

ye
ar

 fo
rw

ar
d 

tr
ac

t-
le

ve
l a

ve
ra

ge
 tr

ad
e 

cr
ed

it 
sc

or
e 

of
 s

m
al

l b
us

in
es

se
s 

(P
an

el
 A

) a
nd

 th
e 

pr
op

or
tio

n 
of

 fi
rm

s 
w

ith
 a

 tr
ad

e 
cr

ed
it 

sc
or

e 
of

 m
or

e 
th

an
 7

0 
(P

an
el

 B
). 

C
ov

ar
ia

te
s 

in
cl

ud
e 

th
e 

tr
ac

t’
s 

po
pu

la
tio

n,
 th

e 
pr

op
or

tio
n 

of
 m

in
or

ity
 p

op
ul

at
io

ns
, t

he
 M

FI
, a

nd
 th

e 
nu

m
be

r 
of

 s
m

al
l a

nd
 la

rg
e 

ba
nk

 b
ra

nc
he

s.
 B

an
k 

co
m

pe
tit

io
n 

is
 m

ea
su

re
d 

by
 

H
H

I (
ab

ov
e 

ve
rs

us
 b

el
ow

 1
80

0)
 in

 (1
)-

(2
) a

nd
 (5

)-
(6

) a
nd

 b
y 

th
e 

nu
m

be
r o

f b
an

k 
br

an
ch

es
 (b

el
ow

 v
er

su
s 

ab
ov

e 
th

e 
m

ed
ia

n)
 in

 (3
)-

(4
) a

nd
 (7

)-
(8

). 
C

on
ve

nt
io

na
l e

st
im

at
or

 o
f R

D
 is

 b
as

ed
 o

n 
th

e 
fi

rs
t o

rd
er

 (l
in

ea
r)

 p
ol

yn
om

ia
l e

st
im

at
or

s i
n 

(3
.4

) a
nd

 (3
.5

). 
(R

ob
us

t)
 B

ia
s-

co
rr

ec
te

d 
is

 th
e 

fi
rs

t o
rd

er
 p

ol
yn

om
ia

l f
uz

zy
 R

D
 e

st
im

at
or

 in
 (3

.7
). 

R
ep

or
te

d 
ba

nd
w

id
th

s a
re

 p
er

ce
nt

ag
e 

po
in

ts
 o

f 
th

e 
M

FI
 ra

tio
. S

ta
nd

ar
d 

er
ro

rs
 in

 p
ar

en
th

es
es

. S
ig

ni
fi

ca
nc

e 
le

ve
ls

 a
re

 *
**

1%
, *

*5
%

, a
nd

 *
10

%
.

28



with low bank competition, CRA eligibility increases the proportion of firms with a trade credit score of

more than 70, while columns (5) and (8) show that the effect of CRA regulation on the proportion of firms

with a trade credit score of more than 70 is not statistically significant in tracts with high bank competition.

Taken together, these results are consistent with the predictions of our theoretical model. Small firms

in high bank competition tracts are likely to receive bank loans even without the added stimulus from CRA

regulations, so the CRA appears to have less impact on their use of trade credit.24 In contrast, small firms

located in tracts with low bank competition are more likely to be financially constrained and thus more

dependent on trade credit. When their tracts become CRA-eligible, these firms are more likely to use the

CRA-induced bank loans to substitute for more expensive trade credit. In summary, our findings indicate

that the impact of CRA regulation on small firms’ financing costs is moderated by the degree of local bank

competition.

4.4 Comparing small firms with heterogeneous trade credit dependence

Some industries tend to use trade credit more than others. Petersen and Rajan (1997) find that among

small firms, those in manufacturing and wholesale trade sectors display a higher dependence on trade credit

compared to firms in services and retail trade sectors. In this section, we analyze whether CRA-induced

bank lending impacts trade credit differently across these two groups of sectors. In particular, firms that

are ex-ante more (less) dependent on trade credit may be more (less) likely to substitute bank loans for

trade credit. Based on this, we calculate separately the average PAYDEX score of firms belonging to trade

credit-dependent sectors and the average PAYDEX score of firms not belonging to trade credit-dependent

sectors. Effectively, we use the heterogeneity in trade credit dependence to run a treatment versus a placebo

robustness test of our earlier findings.

We begin by plotting the PAYDEX score of firms in trade credit-dependent sectors for low and high

bank competition tracts. Specifically, the left top (bottom) RD plots in Figure 3 confirm that there is a

24A univariate t-test of means shows that the average PAYDEX score prior to the change in CRA eligibility is higher among
high bank competition tracts. Specifically, the mean PAYDEX score in high bank competition tracts is 0.23 greater than that in
low bank competition tracts, which is equivalent to five standard deviations, a statistically significant difference. Similarly, the
proportion of firms with a PAYDEX score exceeding 70 in high bank competition tracts is 0.65 percentage points greater than
that in low bank competition tracts, which is equivalent to almost six standard deviations, a statistically significant difference.
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Figure 3: The trade credit score discontinuity in trade credit-dependent sectors
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discontinuity in the average PAYDEX score (the proportion of firms with score higher than 70) among firms

in trade credit-dependent sectors in low bank competition tracts. Moreover, the right top (bottom) RD plots

in Figure 3 reveal that the discontinuity in the average PAYDEX score (the proportion of firms with score

higher than 70) among firms in trade credit-dependent sectors vanishes in high bank competition tracts.

Importantly, the RD plots in Figure 4 reveal no statistically significant discontinuity in the average PAYDEX

score and in the proportion of firms with scores higher than 70 among firms in trade credit-independent

sectors, irrespective of local bank competition. Taken together, this plot-based evidence indicates a link

between trade credit dependence and the documented effect of CRA-induced bank lending on firms’ trade

credit scores.

Table 7 presents more formal results on the effects of CRA-induced bank lending on trade credit used

by small firms in trade credit-dependent sectors. In particular, it provides strong evidence that only in low

competition census tracts do firms in trade credit-dependent sectors substitute CRA-generated loans for

trade credit. Specifically, Table 7 Panel A columns (1) to (2) show that there is statistically and econom-

ically significant increase in PAYDEX scores among trade credit-dependent firms operating in low bank

competition tracts having an HHI above 1800. The estimated improvement in their average PAYDEX score

is up to 2.72 points, implying a 4-day shorter bill payment period. When low competition tracts are defined

as having below-median numbers of branches, Table 7 Panel A columns (3) to (4) indicate an even greater

improvement in PAYDEX, implying a 5- to 6- day shorter payment period. In contrast, Panel A columns

(5) to (8) show no statistically significant evidence of a decline in the use of trade credit for firms in high

bank competition tracts.

Similarly, Table 7 Panel B columns (1) to (4) show that CRA-induced bank lending raises the proportion

of trade credit-dependent firms with a PAYDEX exceeding 70 for trade credit-dependent firms operating in

low bank competition tracts. The estimated effect is statistically and economically significant and ranges

from 5.50 to 7.55%. However, consistent with our model’s prediction and our earlier empirical evidence,

Panel B columns (5) to (8) indicate no statistically significant effect on trade credit when these firms operate

in high bank competition tracts.
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Table 8 repeats the estimation exercises presented in Table 7 but uses data on the subsample of small

firms operating in trade credit-independent sectors rather than in trade credit-dependent sectors. Interest-

ingly, it finds that CRA-induced bank lending has statistically weak or insignificant effects on reducing

these firms’ use of trade credit. Taken together, the results in Tables 7 and 8 show that CRA-induced bank

lending reduces small firms’ reliance on trade credit mainly when firms operate in industries that tradi-

tionally depend on trade credit and only when these firms are located in areas where bank competition is

low. These results are consistent with our model’s intuition that high-cost trade credit is more likely to be

replaced with lower-cost, CRA-induced bank loans when firms were previously dependent on trade credit,

in part because they previously faced financial constraints due to low bank competition.

4.5 Falsification analysis

A main advantage of our RD design is that the mechanism by which CRA eligibility is assigned is based on

whether a census tract’s MFI ratio is below a given eligibility threshold. Assuming that a tract’s MFI ratio

is not manipulated by agents such as the tract’s individual small firms or banks, then variation in CRA eligi-

bility when the MFI ratio is near the threshold is random as in a randomized experiment (Lee and Lemieux

(2010)). Given the objective determination of this MFI-based assignment variable, a continuity assumption

of the regression function near the cutoff threshold ensures the validity of the RD design. Although the

continuity assumption cannot be directly tested, there are empirical tests that provide indirect evidence of

its validity. Following Cattaneo, Idrobo, and Titiunik (2019), we consider three validation exercises based

on (i) the insignificant eligibility effect on pretreatment covariates (placebo outcomes), (ii) the eligibility

effect observed at artificial cutoff values (placebo cutoffs) and (iii) the exclusion of observations too close

to the cutoff (donut-hole analysis).

Specifically, the first test notes that CRA eligibility should not be linked to any predetermined charac-

teristic of a census tract. Since the eligibility effect on predetermined covariates is zero by construction,

consistent evidence of covariates’ discontinuity would raise questions about the validity of the RD conti-

nuity assumption. For example, if tracts display significant differences at the cutoff with respect to their

population or to the number of small firms, that could indicate a discontinuity in the demand for bank loans,
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which could provide an alternative explanation of the findings. Similarly, if tracts display significant differ-

ences at the cutoff with respect to the number of bank branches, that would indicate a discontinuity in access

to bank loans. Therefore, we examine the significance of potential discontinuity jumps at the cutoff for the

model covariates, namely, the tract’s population, number of small firms, number of small bank branches

and number of large bank branches. The p-values of the CRA eligibility effect on the covariates in Table

9 columns (1) to (4) provide no evidence at a 5% level of significance that tracts display any discontinuity

jumps near the cutoff with respect to their size, the number of small firms, and the number of small and

large bank branches.

Table 9: Continuity-based analysis for covariates

(1) (2) (3) (4)
VARIABLES Population No. of small firms No. of small banks No. of large banks
Conventional p=0.0484 p=0.174 p=0.384 p=0.457
Bias-corrected p=0.0598 p=0.179 p=0.382 p=0.394
Robust p=0.0708 p=0.204 p=0.408 p=0.412

Observations 73366 73366 73366 73366
Kernel Type Epanechnikov Epanechnikov Epanechnikov Epanechnikov
BW Type cerrd cerrd cerrd cerrd
Order Loc.Poly.(p) 1.000 1.000 1.000 1.000
Order Bias(q) 2.000 2.000 2.000 2.000
BW Loc.Poly.(h) 6.384 6.964 6.428 4.606
BW Bias (b) 20.408 16.948 17.651 14.362

Note: Conventional estimator p-value is based on the first order (linear) polynomial estimators in (3.4) and (3.5), and (Robust) Bias-corrected p-value is based
on the first order polynomial RD estimator in (3.6) with outcome variables the covariates of the tract’s population, the proportion of minority populations,
and the number of small and large bank branches. Reported bandwidths are percentage points of the MFI ratio.

Our second falsification exercise tests whether there are significant effects at placebo cutoff values.

Evidence of discontinuity at MFI ratios away from the actual CRA cutoff would imply that CRA regulatory

eligibility is not the only “treatment” effect, casting doubt on our RD design. In the placebo cutoff test,

we perform the RD model estimation but replace the MFI ratio’s true cutoff value of 80% with placebo

cutoff ratios of 70% and 90% where CRA eligibility does not change. In Table 10 columns (1) and (4), the

estimated effects at the placebo cutoff points on the probabilities of an unexpected increase in bank loans to

small firms are not, in general, statistically significant. Similarly, the estimated effects at the placebo cutoff

points on the average PAYDEX trade credit scores, columns (2) and (5), and on the proportions of firms

with a PAYDEX score exceeding 70, columns (3) and (6), are not statistically significant. We can therefore
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Table 10: Placebo cutoff

Cutoff 70% Cutoff 90%
VARIABLES (1) (2) (3) (4) (5) (6)

Bank loans PAYDEX score % PAYDEX >70 Bank loans PAYDEX score % PAYDEX > 70
Conventional -0.0837** 7.124 0.126 0.000781 -552.0 -216.0

(0.0416) (5.294) (0.113) (0.0145) (32,539) (131,072)
Bias-corrected -0.0687* 7.004 0.122 0.00274 -24,588 -87,420

(0.0416) (5.294) (0.113) (0.0145) (32,539) (131,072)
Robust -0.0687 7.004 0.122 0.00274 -24,588 -87,420

(0.0473) (6.024) (0.127) (0.0174) (34,250) (143,173)

Observations 73366 73366 73366 73366 73366 73366
Kernel Type Epanechnikov Epanechnikov Epanechnikov Epanechnikov Epanechnikov Epanechnikov
BW Type mserd mserd mserd mserd mserd mserd
Sample Total Total Total Total Total Total
Order Loc.Poly.(p) 1.000 1.000 1.000 1.000 1.000 1.000
Order Bias(q) 2.000 2.000 2.000 2.000 2.000 2.000
BW Loc.Poly.(h) 7.833 9.231 9.143 5.370 6.170 5.825
BW Bias (b) 14.549 17.487 18.260 8.580 18.384 13.732

Note: The outcome variables are the probability of an unexpected increase of at least 20% in either the number or the total amount of bank loans made to
small firms, the one-year forward tract-level average trade credit score of small firms and the proportion of firms with a trade credit score of more than 70.
Covariates include the tract’s population, the proportion of minority populations, the MFI, and the number of small and large bank branches. Conventional
estimator of RD is based on the first order (linear) polynomial estimators in (3.4) and (3.5). (Robust) Bias-corrected is the first order polynomial RD
estimators in (3.6) (columns (1) and (4)) and in (3.7) (Columns (2)-(3) and (5)-(6)). Alternative cutoff points of the MFI ratio are 70% and 90%. Standard
errors in parentheses. Reported bandwidths are percentage points of the MFI ratio. Significance levels are ***1%, **5%, and *10%.

conclude that there is no discontinuity in small firms’ trade credit scores beyond the one induced by CRA

eligibility at the cutoff value of 80%.

Our third and final falsification exercise examines whether our findings are sensitive to the existence of a

few tracts that are located very close to the cutoff point. This test is useful for assessing whether the results

are robust to the unavoidable extrapolation involved in local polynomial estimation, as the observations

nearest to the cutoff are more influential data points since they receive the higher kernel weights. If the

exclusion of those tracts changes the significance of the results, then the external validity of the findings is

in doubt. Excluding such tracts and then repeating the estimation using the remaining sample is sometimes

referred to as a “donut hole” approach. Accordingly, we remove tracts that are within a radius of 2% from

the MFI ratio’s cutoff point, which total approximately 3.4% of the full sample of census tracts. The results

in Table 11 show that the estimated CRA-eligibility effects on the probability of an unexpected increase in

bank loans to small firms, on firms’ average PAYDEX score, and on the proportion of firms with a PAYDEX

score exceeding 70 remain statistically significant and economically equivalent to the main results.
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Table 11: Continuity-based analysis for the donut-hole approach MFI<78% or MFI>82%

VARIABLES (1) (2) (3) (4) (5) (6)
Bank loans Bank loans PAYDEX score PAYDEX score % PAYDEX > 70 % PAYDEX > 70

Conventional 0.213*** 0.309*** 2.584*** 2.239** 0.0630*** 0.0583***
(0.0360) (0.0363) (0.805) (0.885) (0.0201) (0.0222)

Bias-corrected 0.216*** 0.312*** 2.589*** 2.274** 0.0608*** 0.0604***
(0.0360) (0.0363) (0.805) (0.885) (0.0201) (0.0222)

Robust 0.216*** 0.312*** 2.589*** 2.274** 0.0608** 0.0604**
(0.0442) (0.0443) (0.965) (1.072) (0.0239) (0.0268)

Observations 70769 12554 70769 12554 70769 12554
Kernel Type Epanechnikov Epanechnikov Epanechnikov Epanechnikov Epanechnikov Epanechnikov
BW Type mserd mserd mserd mserd mserd mserd
Sample Total Matched Total Matched Total Matched
Order Loc.Poly.(p) 1.000 1.000 1.000 1.000 1.000 1.000
Order Bias(q) 2.000 2.000 2.000 2.000 2.000 2.000
BW Loc.Poly.(h) 10.317 10.653 15.226 10.847 16.089 11.162
BW Bias (b) 22.219 23.411 36.664 23.962 40.693 24.798

Note: The outcome variables are the probability of an unexpected increase of at least 20% in either the number or the total amount of bank loans made to 
small firms, the one-year forward tract-level average trade credit score of small firms and the proportion of firms with a trade credit score of more than 
70. Covariates include the tract’s population, the proportion of minority populations, the MFI, and the number of small and large bank branches. 
Conventional estimator of RD is based on the first order (linear) polynomial estimators in (3.4) and (3.5). (Robust) Bias-corrected is the first order 
polynomial RD estimators in (3.6) (columns (1) and (2)) and in (3.7) (columns (3)-(6)). Tracts with a MFI ratio within 2% radius around the cutoff point of 
80% are excluded from the sample. Reported bandwidths are percentage points of the MFI ratio. Standard errors in parentheses. Significance levels are 
***1%, **5%, and *10%.

5 Conclusion

This study presented a model that shows when a local market has few banks and competition is low, small

firms that are distant from banks prefer trade credit due to their high costs of applying for bank loans and the

high monopoly loan rates charged by banks. Hence in this equilibrium, some small firms are “unbanked”

and rely on trade credit. In contrast, when a local market has many banks, firms’ costs of applying for loans

are lower since they are closer to a bank and, moreover, bank loan rates are lower due to greater competition.

In equilibrium, all small firms obtain bank loans and none resort to relatively expensive trade credit. The

model also predicts that if a government regulation, such as the CRA, designates the local market as an

LMI area and incentivizes its banks to expand lending, this regulation has its greatest impact on markets

with few banks. While bank loan rates fall to generate greater lending in all CRA-eligible markets, only in

markets with low bank competition are there reductions in unbanked firms that resorted to trade credit.

Our empirical findings are consistent with these model predictions. When a census tract becomes newly

eligible for CRA lending, there is a greater probability of a large, unexpected increase in bank lending

to that tract compared to tracts that remain ineligible. However, only in tracts characterized by low bank
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competition is there a significant reduction in small firms’ use of trade credit. The reduction is especially

pronounced when a firm operates in an industry that traditionally depended on trade credit. Our study’s

results confirm past research showing that the CRA tends to expand bank lending to small firms in LMI

areas. But more importantly, it also shows that the CRA provides a direct economic benefit to small firms

by allowing them to substitute bank credit for the relatively more expensive trade credit in those LMI areas

where bank competition is weak.

These findings suggest the following policy recommendations. Government intervention may be nec-

essary to reduce unbanked small firms’ reliance on relatively expensive sources of financing, such as trade

credit. One way to accomplish this goal is through CRA-type regulations that incent banks to expand lend-

ing to LMI areas. While LMI areas tend to have higher bank concentration than UMI areas, the regulation

might be most effective if it focuses rewards for lending in those areas with less bank competition. As an

alternative, or in addition, to CRA regulation, government interventions might take the form of policies

that promote greater bank competition in LMI areas that are currently served by few banks. For example,

encouraging the entry of bank branches in underserved areas might promote greater competition in lending

to small firms.

Although our study sheds new light on the relationship between bank and trade credit as well as the

relationship between CRA regulation and competition, it raises a number of other interesting issues for

future research. Further investigation may be warranted to determine the CRA’s effect on the suppliers

of trade credit. The CRA could benefit a small firm’s vendors and suppliers by shortening the trade credit

period, though its ultimate effect needs to account for potential losses from early-payment discounts or from

the elimination of late-payment fees. Furthermore, our paper has focused on bank competition with trade

credit being a firm’s only source of nonbank financing. Yet the recent growth in online marketplace lending

offers an additional source of funding that could strengthen competition and reduce the need for the CRA.

However, online marketplace lending may be less likely to address the credit needs of borrowers with high

screening costs, such as small and minority-owned firms, located in LMI areas. Finally, further research is

warranted on the CRA’s impact on other economic aspects of small firms, such as their employment, overall

profitability, and growth.
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A Appendix: Model derivations

This Appendix derives the equilibrium bank loan rates, loan quantities, and proportions of small firms

receiving bank loans for the model’s three types of equilibria: local monopoly, competitive, and kinked.

A.1 Local monopoly equilibrium

Consider the case where the number of banks, n, is sufficiently small so that each bank competes for small

firms’ borrowing with trade creditors rather than neighboring banks. A firm at a distance x from a bank has

nonzero demand for the bank’s loan if inequality (2.2) holds. Therefore, define x (rL) ≡ b
t

(rT − rL) to be

the distance from a bank where, at the bank loan rate rL, a firm is indifferent between borrowing from the

bank or trade creditors. If, in equilibrium, x (rL) < 1
2n

, then there is no competition between neighboring

banks and a local monopoly equilibrium. In this case, accounting for small firms on both sides of the bank,

the monopolist bank’s total quantity of loans is

Q = 2B (rL)x (rL)

= 2 (a− brL)x (rL) . (A.1)

The bank’s profit function is then:

Π = (rL − rF ) 2 (a− brL)x (rL)

= (rL − rF ) 2b (a/b− rL)
b

t
(rT − rL)

= 2
b2

t
(rL − rF ) (a/b− rL) (rT − rL) . (A.2)

The choice of rL that maximizes profits leads to the first order condition:

∂Π

∂rL
= 2

b2

t
[(a/b− rL) (rT − rL) + (rL − rF ) (− (rT − rL)− (a/b− rL))] = 0, (A.3)
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which is a quadratic equation of rL that can be rearranged as:

3r2L − 2 (rT + a/b+ rF ) rL + c = 0, (A.4)

where c ≡ rT a/b + rF (rT + a/b) > 0. The solution satisfies:

rL =
1

3
(rT + a/b+ rF )± 1

3

√
(rT + a/b+ rF )2 − 3c . (A.5)

The positive root implies rL > rT so that all small firms would choose to borrow from trade creditors and

banks would make no loans. Therefore, the economically relevant solution is the negative root that leads to

equation (2.3) in the text. Based on equation (A.1), the quantity of loans made by each bank is:

QM = 2 (a− brL)x (rL)

= 2
b2

t

(a
b
− rL

)
(rT − rL) , (A.6)

and substituting the expression for rL from equation (2.3) into equation (A.6) leads to the value ofQM given

by equation (2.4) in the text. Also, note that the proportion of small firms obtaining bank loans equals:

ρM ≡
x (rL)

1/ (2n)
= 2n

b

t
(rT − rL) , (A.7)

and, again, substituting the expression for rL from equation (2.3) into equation (A.7) leads to the value of

ρM given by equation (2.5) in the text.

A.2 Competitive equilibrium

When n is sufficiently large, banks compete with neighboring banks when making loans to small firms, and

in equilibrium no firm uses trade credit. Let banks be indexed consecutively around the market circle by

i, i = 1, ..., n. We can determine bank i’s quantity of loans made, Qi, as follows. Suppose a small firm is

located at a distance x ∈
[
0, 1

n

]
from bank i and a distance

(
1
n
− x
)

from bank i − 1, and bank i sets the
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loan rate rL,i while bank i − 1 sets the loan rate rL. Then this firm is indifferent between borrowing from

these two banks when:

B (rL,i)− tx = B (rL)− t
(

1

n
− x
)

a− brL,i − tx = a− brL − t
(

1

n
− x
)
, (A.8)

which implies

x =
b

2t
(rL − rL,i) +

1

2n
. (A.9)

Similarly, another small firm located a distance x ∈
[
0, 1

n

]
from bank i and

(
1
n
− x
)

from bank i + 1 will

also be indifferent when equation (A.9) holds. Thus, considering small firms on both sides of bank i, its

total quantity of loans equals:

Qi = 2xB (rL,i) = 2x (a− brL,i)

= 2xb (a/b− rL,i) . (A.10)

Therefore, bank i’s profit function is:

Πi = Qi (rL,i − rF )

= 2xb (a/b− rL,i) (rL,i − rF )

= 2xb
[
m (rL,i − rF )− (rL,i − rF )2

]
, (A.11)

where m ≡ (a/b− rF ). Given the value of x in equation (A.9), ∂x
∂rL,i

= − b
2t

. Hence, the first order

condition implies that the profit maximizing choice of rL,i satisfies:

∂Πi

∂rL,i
= −b

2

t

[
m (rL,i − rF )− (rL,i − rF )2

]
+ 2xb [m− 2 (rL,i − rF )] = 0 . (A.12)
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In a symmetric, Bertrand-Nash equilibrium, rL,i = rL, which implies x = 1
2n

. Hence, the equilibrium value

of rL satisfies:

− b

t

[
m (rL − rF )− (rL − rF )2

]
+

1

n
[m− 2 (rL − rF )] = 0, (A.13)

or

(rL − rF )2 −
(
m+

2t

bn

)
(rL − rF ) +

mt

bn
= 0, (A.14)

so that

rL − rF =
1

2
m+

t

bn
±

√
m2

4
+

(
t

bn

)2

. (A.15)

Note that the positive root cannot be the relevant economic solution since it implies rL − rF > m =

a/b− rF or rL > a/b, in which case there would be zero demand for bank loans. Hence, the solution uses

the negative root, which leads to the value of rL given in equation (2.7) of the text. Since in equilibrium

x = 1
2n

when the competitive equilibrium holds, substituting the solution for rL in (2.7) into equation (A.10)

leads to equation (2.8) in the text.

This competitive equilibrium can hold only if the small firm that is farthest from a bank at the distance

x = 1
2n

continues to prefer bank loan financing rather than trade credit financing, B (rL)− t
2n
> B (rT ), or

rT − rL >
t

2bn
. (A.16)

Substituting the solution for rL in (2.7) into inequality (A.16) leads to inequality (2.9) in the text.

A.3 Kinked equilibrium

Note that the condition on the number of banks required for the monopoly equilibrium to obtain is n < nM ,

where nM is given by equation (2.6) in the text. Also note that n > nC for the competitive equilibrium to

hold, where nC is the value of n such that inequality (2.9) holds with equality. We now give an example

showing that nM < nC so that there exist values of n where nM < n < nC and neither the monopoly equi-
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librium nor the competitive equilibrium holds.25 To show that this possibility exists, consider the following

example where rF = 0.07, rT = 0.4, a
b

= 0.5, b = 0.4, and t = 0.6. Then, for these parameters, nM = 3.63

and nC = 4.27. Therefore, n = 4 banks would result in a kinked equilibrium.

Based on the same logic as Salop (1979), the kinked equilibrium bank loan is that for which the firms

farthest from a bank at the distance x = 1
2n

are indifferent between borrowing from a bank or trade creditors:

B (rL)− t

2n
= B (rT )

a− brL −
t

2n
= a− brT . (A.17)

Solving for rL leads to rL = rT − t
2nb

, which is equation (2.10) in the text. Therefore, each bank’s quantity

of loans equals:

QK = 2
1

2n
B (rL) =

a− brL
n

. (A.18)

Substituting the value of rL in equation (2.10) into equation (A.18) leads to equation (2.11) in the text.

25Our analysis has not imposed an integer constraint on values of n. If that was done, under particular parameter values, it
may be the case that there are no integer values of n for which neither the monopoly nor the competitive equilibria hold. That is,
there are no integer values of n for which the alternative kinked equilibrium exists.
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