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• … that the cost of the decision is low. Otherwise, we would build a 
model whose calculations we can easily double and triple check.
• … that information is correctly entered into the model.

When we use a black box predictive model, we assume:



Glenn Rodriguez was denied parole because 
of a miscalculated “COMPAS” score.



This is a serious disadvantage to 
complicated or proprietary models. 
“XAI” won’t help.  

137 factors entered by hand for 
each survey

1% error rate → 75% chance of at 
least one typo on a survey

In Florida….?







Possibly typos in the COMPAS documentation from Northpointe?

COMPAS Documentation

Corrected version?



• … that the cost of the decision is low. Otherwise, we would build a 
model whose calculations we can easily double and triple check.
• … that information is correctly entered into the model.
• … the dataset is trustworthy. It is not.

When we use a black box predictive model, we assume:



Deep learning detects intercranial hemorrhages





I propose something radically different: interpretable deep neural 
networks for radiology.

- Coming up: 
(1) black box 
(2) XAI-style ”explained” black box 
(3) interpretable deep neural network



Black Box



Black Box

XAI-style “Explained” Black Box



Prototypes
Model decomposes to predict 
margins before malignancy

Interpretable AI algorithm for Breast Lesions  (IAIA-BL)

Alina Jade Barnett, Fides Regina Schwartz, Chaofan Tao, Chaofan Chen, Yinhao Ren, Joseph Y. Lo, Cynthia Rudin
IAIA-BL: A Case-based Interpretable Deep Learning Model for Classification of Mass Lesions in Digital Mammography, 
Nature Machine Intelligence, Accepted, 2021.

https://arxiv.org/abs/2103.12308


• … that the cost of the decision is low. Otherwise, we would build a 
model whose calculations we can easily double and triple check.
• … that information is correctly entered into the model.
• … the dataset is trustworthy. It is not.
• … that reported accuracy scores represent the population of interest 

(e.g., IVF).

When we use a black box predictive model, we assume:



Adding ”obvious” cases artificially inflates 
the performance!
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When we use a black box predictive model, we assume:



From the DARPA XAI BAA, 2016

This figure is phony baloneyThe tradeoff doesn’t 
happen like this

Static dataset?

Fixed evaluation metric?

Are they talking about

explaining black boxes?

The Accuracy/Interpretability Tradeoff is a Myth





About the data
• ~10K loan applicants
• Factors:

• External Risk Estimate
• Months Since Oldest Trade Open
• Months Since Most Recent Trade Open
• Average Months In File
• Number of Satisfactory Trades
• Number Trades 60+ Ever
• Number Trades 90+ Ever
• Number of Total Trades
• Number Trades Open In Last 12 Months
• Percent Trades Never Delinquent
• Months Since Most Recent Delinquency
• Max Delinquency / Public Records Last 12 Months
• Max Delinquency Ever
• Percent Installment Trades
• Net Fraction of Installment Burden
• Number of Installment Trades with Balance
• Months Since Most Recent Inquiry excluding 7 days
• Number of Inquiries in Last 6 Months
• Number of Inquiries in Last 6 Months excluding 7 days.
• Net Fraction Revolving Burden. (Revolving balance divided by credit limit.) 
• Number Revolving Trades with Balance
• Number Bank/Natl Trades with high utilization ratio
• Percent of Trades with Balance

Best black box accuracy 
(boosted decision trees) 73% 

Best black box AUC
(2-layer neural network) .80



Our entry (won FICO Recognition Prize): 
Two-layer additive risk model

10 subscales + one final scoring model

Accuracy = 73.8%
AUC = .806

Best black box accuracy 
(boosted decision trees) 73% 

Best black box AUC
(2-layer neural network) .80

IBM model (First Prize): 6 questions
Accuracy = 71.8%

AUC = .62



Go to http://dukedatasciencefico.cs.duke.edu
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When we use a black box predictive model, we assume:



There is no scientific evidence for a general tradeoff between accuracy and interpretability

Even for deep learning in computer vision, interpretable models can be built at the same 
accuracy as a black box deep neural network

For tabular data, most machine learning methods are equally accurate, including sparse models.

Explaining a black box gives it unnecessary authority.
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Luckily…

We don’t need a black box.

Thanks


