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Types of Fairness Definitions

• Group Fairness
– E.g. equality of error or false negative rates across gender, racial groups, etc.
– Strong theory and algorithms, practical implementations
– But no guarantees to individuals

• Individual Fairness
– E.g. metric fairness (“fairness through awareness”), meritocratic fairness
– Binds at the individual level
– But strong (non-statistical) assumptions required have prevented practical implementations

• What about interpolations?



A Framework for Fair ML

• Begin by expressing training as a constrained optimization problem
– E.g. minimize error subject to various fairness constraints

• Recast as two-player, zero-sum game
– Learner: wants to minimize overall error
– Regulator: enforces constraints, allowing violations less than g
– Nash equilibrium is solution to constrained optimization problem

• If we can:
– Formulate best responses as instances of standard classification
– Implement at least one player as a no-regret algorithm w.r.t. their strategy space

… then algorithm provably converges

• Directly implement on top of your favorite non-fair learning heuristic

• Applications:
– Preventing “fairness gerrymandering”
– Average individual fairness
– Subjective individual fairness
– Minimax and lexicographic fairness
– Downstream proxies



Preventing “Fairness Gerrymandering”





Interpolating Between Groups and Individuals

• Problem: achieving group fairness by subgroup discrimination
– E.g. disabled Hispanic women over age 55 earning less than $25K
– N.B. Facebook hate speech policy
– No reason to expect it won’t happen under standard fairness notions

• But cannot generally protect arbitrarily refined subgroups (e.g. individuals)

• Constrained optimization problem:



Error-Unfairness Trajectory



Efficient Frontiers



Average Individual Fairness
• Imagine we make many predictions/decisions about each individual
• E.g. product recommendations, ads, image labels
• Now sensible to talk about error rate for an individual across predictions
• Fairness constraint: individual error rates (approximately) equalized
• Binds at individual level



Error-AIF Tradeoffs



Subjective Individual Fairness

• What if fairness is subjective and complex?
• Elicit pairwise fairness constraints from subjects/stakeholders/committee
• “A and B should receive same outcome”
• “A should receive at least as good an outcome as B”
• A distributional form of individual fairness



Fairness Elicitation 



Interpersonal Variability



Other Applications

• Minimax group fairness
– Prevent artificial inflation of lower group errors
– Pareto dominates equalization notions

• Lexicographic group fairness
– Minimax to its logical extreme

• Proxies for downstream fairness
– When sensitive attribute not available
– “Non-disclosive” proxies?



Thanks!


