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Department of Housing and Urban Development

“…where a plaintiff identifies an offending policy or practice 
that relies on an algorithmic model, a defending party may 
defeat the claim by: (1) identifying the inputs used in the 
model and showing that these inputs are not substitutes for a 
protected characteristic…”

- HUD Proposed Rule on Disparate Impact (August 2019)
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Fair lending

• Fair Housing Act (FHA)
• Discrimination based on- race or color, national origin, religion, sex, familial 

status, handicap

• Equal Credit Opportunity Act (ECOA)
• Discrimination based on- race or color, national origin, religion, sex, marital 

status, age, receipt of income from public assistance programs



Fair lending

• Disparate treatment
• Disparate impact

• What is the purpose of disparate impact?
• Covert intentional discrimination (intent theory)
• Preventing disparate impact (effect theory)

• What constitutes a ”business justification”?
• Pricing on default risk or also pricing on demand?

• What constitutes a less discriminatory alternative?



Simulation Exercise

• Firm uses past default data to set new prices
• Data used to construct simulation:

• The Home Mortgage Disclosure Act (HMDA) Data (Boston Fed)
• Simulated default rates

1. Fit a prediction function on training data of 2000 old customers
2. Inspect predictions on hold-out data of 2000 “new customers”
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Excluding the protected characteristics
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Excluding the protected characteristics



Excluding proxies
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EU Proposal for the regulation of AI 

• "In particular, AI systems used to evaluate the credit score or 
creditworthiness of natural persons should be classified as high-risk 
AI systems, since they determine those persons’ access to financial 
resources or essential services such as housing, electricity, and 
telecommunication services.”

• “AI systems used for this purpose may lead to discrimination of 
persons or groups and perpetuate historical patterns of 
discrimination, for example based on racial or ethnic origins, 
disabilities, age, sexual orientation, or create new forms of 
discriminatory impacts.”

- Preamble



EU Proposal for the regulation of AI 

• Data accuracy: 
• Article 10: “Training, validation and testing data sets shall be relevant, 

representative, free of errors and complete. They shall have the appropriate 
statistical properties, including, where applicable, as regards the persons or 
groups of persons on which the high-risk AI system is intended to be used.” 

• Transparency
• Article 14: “High-risk AI systems shall be designed and developed in such a 

way, including with appropriate human-machine interface tools, that they can 
be effectively overseen by natural persons during the period in which the AI 
system is in use.” 
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Incremental approach

• How do the disparities change? 
• Consumer Financial Protection Bureau no action letter:

• “conduct periodic access-to-credit testing to determine how Upstart’s model 
compares to other credit models in enabling credit access, with results 
provided to the Bureau”

- November 30, 2020
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