The Decline of the U.S. Rust Belt:
A Macroeconomic Analysis

Simeon Alder David Lagakos Lee Ohanian
Notre Dame ASU UCLA

January 31, 2013

Abstract

No region of the United States fared worse over the post-weo@ than the “Rust Belt,”
the heavy manufacturing zone bordering the Great Lakes.rgurdhat a lack of competition
in labor and output markets in the Rust Belt were respondidnenuch of the region’s de-
cline. We formalize this theory in a dynamic general-equilim model in which productivity
growth and regional employment shares are determined bgxtemt of competition. When
plausibly calibrated, the model explains roughly half tleelohe in the Rust Belt's manufac-
turing employment share. Industry evidence support theatrogdredictions that investment
and productivity growth rates were relatively low in the RBslt.
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1. Introduction

No region of the United States fared worse over the post-weog than the area known as the
“Rust Belt.” While there is no official definition of the RuseR, it has come to mean the heavy
manufacturing zone bordering the Great Lakes, and inctusiich cities as Detroit and Pittsburgh.
By any number of metrics, the Rust Belt’'s share of aggregata@mic activity declined dramati-
cally since the end of World War 1.

We argue that the Rust Belt declined in large part due to adéckmpetition in labor and output
markets in its most prominent industries, such as steegnawnitile and rubber manufacturing.
The lack of competition in labor markets was closely linkedhe behavior of powerful labor

unions that dominated the majority of the Rust Belt's maoufang industries. In output markets,
many of these same industries were run by a small set of aigap who, according to numerous
sources, actively stifled competition for decades afteretie of WWII. We argue that this lack
of competition served to depress investment and prodtyctivowth, which led to a movement of
economic activity out of the Rust Belt and into other partshaf country (notably the “Sun Belt”

in the U.S. South.)

We formalize the theory in a dynamic general-equilibriumdelan which the extent of competi-
tion is what determines productivity growth. There is a awnim of goods in the economy, with
some fraction produced in the “Rust Belt” and the rest predun the “Sun Belt.” The two regions
differ only in the extent of competition they face. Rust Balbducers must hire workers through a
labor union that demands the competitive wage for each wqilkes some fraction of the surplus
from production. Sun Belt producers pay only the competitsage. In output markets, both re-
gions face a competitive fringe with whom they engage ined competition. We assume that
Rust Belt producers can “block” the fringe to some extent|ev@un Belt producers cannot. Firms
in both regions have the ability to undertake investmentivhat a cost, increases the productivity
of any workers hired.

The main prediction of the theory is that the lesser the éxt&icompetition in either labor or
output markets in the Rust Belt, the lower its investment pradluctivity growth. We first illus-
trate this result qualitatively in a simple static versidnhe theory. We show there are two effects
which drive the theory’s prediction. The first effect is adhoilp problem which arises through the
collective bargaining process. Firms in both regions maigtlg investments to upgrade technol-
ogy. Unlike Sun Belt firms, however, Rust Belt firms must stiheebenefits from the technology
upgrade with the union. As a result, Rust Belt firms optimahypose to invest less ex-ante than
they otherwise would. The second effect comes from diffeeerin output market competition.
The inability of Sun Belt producers to block the competifitrege gives them a stronger incentive



to invest in order to “escape the competition” (as in the woklAcemoglu and Akcigit(2011)
andAghion, Bloom, Blundell, Griffith, and Howit€2005, among others.) This incentive is less
prevalent among Rust Belt producers, and hence they iresst |

We then embed this simple static framework in a richer dycamodel in which productivity
and the employment share in each region evolve endogenouslytime. Because goods are
gross substitutes, employment and output tend to move teetjien with the highest productivity
growth, as in the model dllgai and Pissaride@007. The main quantitative experiment takes
the extent of competition over time as exogenous and corapghtemodel’s predicted shares of
manufacturing employment in the Rust Belt. Discipline oa #xtent of competition over time
comes from estimates of the Rust Belt workers’ wage premianasfrom estimates of markups
in key Rust Belt industries. We find that the model explainggtdy half the decline in the Rust
Belt's manufacturing employment share.

We conclude by presenting several types of evidence supgdfte theory’s predictions. First,
we show that investment and productivity growth in prominnst Belt industries were lower
than those of the rest of the economy, as predicted by theyth&econd, we present historical
evidence that productivity growth and technology adoptaies for Rust Belt producers tended to
lag behind their foreign counterparts for much of the posteaiod. Finally, we provide evidence
from the cross-section of metropolitan areas in the UnitiadeS that the average wage premiums
paid to workers in 1950 — one sign of limited competition — laighly negatively correlated with
employment growth from 1950 to 2000.

Our paper relates closely to a recent and growing literdinkéng competition and productivity.
As Holmes and Schmit2010, Syverson(2011) and Schmitz(2012 argue, there is now a sub-
stantial body of evidence linking greater competition tght@r productivity. As one prominent
example,Schmitz(2009 shows that in the U.S. iron ore industry there were dramatrove-
ments in productivity following an increase in competitpreessure in the early 1980s, largely
due to efficiency gains made by incumbent producers. SilpilBfoom, Draca, and Van Reenan
(2011 provide evidence that European firms most exposed to trade€hina in recent years were
those that innovated more and saw larger increases in pieitijycPavcenik(2002 documents that
after the 1980s trade liberalization in Chile, the prodadacing new import competition saw the
largest gains in productivity, in part because of efficiemprovements by existing producers. A
common theme with these papers and ours is that competéduced rents to firms and workers
and forced them to improve productivity. Along these liras, work also relates closely to that of
Cole and Ohania(2004), who argue that policies that encouraged non-compebgmvior in the
industrial sector during the Great Depression depressgeggte economic activity even further.

From a modeling perspective, our work builds on severalnestidies in which firms innovate in
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order to “escape the competition,” such as the worRoémoglu and Akcigi{2011) andAghion,
Bloom, Blundell, Griffith, and Howit{2005. The common theme is that greater competition in
output markets encourages incumbent firms to innovate nmooedier to maintain a productivity
advantage over potential entrants. Our model also relatéwse ofParente and Prescdit999
andHerrendorf and Teixeiré2011), in which monopoly rights reduce productivity by encourag
incumbent producers to block new technologies.

Our paper also complements the literature on the macroatcrmmnsequences of unionization.
The paper most related to ours in this literature is thatlofmes (1998, who uses geographic
evidence along state borders to show that state policiesifey/labor unions greatly depressed
manufacturing productivity over the postwar period. Ourkvalso resembles that daschereau-
Dumouchel2012, who argues that even the threat of unionization can caoisainionized firms
to distort their decisions so as to prevent unions from fagnand that oBridgman(2011), who
argues that a union may rationally prefer inefficient prasucmethods so long as competition is
sufficiently weak!

To the best of our knowledge we are the first to explore thegbmpetition in understanding
the Rust Belt’'s decline. Our work contrasts with thatYofon (2012, who argues that the Rust
Belt’s decline was due (in part) to rapid technological d@@m manufacturing, an@laeser and
Ponzettq2007), who argue that the declines in transportation costs erttRust Belt’s natural
advantage in shipping goods via waterways. Our paper afferglirom the work ofBlanchard
and Katz(1992 andFeyrer, Sacerdote, and St€@007), who study the long-term consequences
of the Rust Belt's decline in employment (rather than the t@uses of the decline.) Our model
is consistent with their finding that employment lossesanstl by Rust Belt industries led to
population outflows rather than persistent increases impi@/ment rates.

Lwhile our model takes the extent of competition in labor netskas exogenous, several recent studies have
modeled the determinants of unionization in the UnitedeStatver the last centurRinlersoz and Greenwog@012
argue that the rise of unions can be explained by techna@bgiange biased toward the unskilled, which increased
the benefits of their forming a union, while the later fall afions can be explained by technological change biased
toward machines. Relatedlfcikgoz and KaymaK2012 argue that the fall of unionization was due instead to the
rising skill premium, caused (perhaps) by skill-biasedhtedogical change. A common theme in these papers, as well
as other papers in the literature, such as th&8arfas and Rame{1995 and that ofTaschereau-Dumouch@012),
is the link between inequality and unionization, which iseitt from the current paper.
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2. Decline of the Rust Belt

In this section we present the basic fact to be explainedd#ntine of the Rust Belt. We show
that, by a number of metrics, the Rust Belt's share of aggesg@onomic activity fell substantially
over the post-war period.

2.1. Our Definition of the Rust Belt

While there is no widely agreed upon definition, most usethefterm “Rust Belt” use it to refer

to the heavy manufacturing area bordering the Great Laleesd€g.Blanchard and Katg1992
andFeyrer, Sacerdote, and St€a©07) and the references therein.) For the purposes of this paper
we define the Rust Belt to be the region encompassing llljdadiana, Michigan, New York,
Ohio, Pennsylvania, West Virginia and Wisconsin. This defin keeps the essence of previous
use of the term and, in addition, allows us to aggregate varni@ata sources in a consistent way.

2.2. Measuring the Decline

Our main source of data are the decadal U.S. Censuses of A@h@h 2000, available through
the Integrated Public Use Microdata Series (IPUMS). Thg sample restriction is to focus only
on private-sector workers who are not primarily self-engph We also draw on state-level em-
ployment data from 1970 and onward from the U.S. Bureau ohBooc Analysis (BEA), and
state-level value added and wage data from 1963 and onwsodram the BEA.

Figure 1 plots the Rust Belt’'s share of aggregate employment (grepethline) and share of
manufacturing employment (solid black line). Both timaasgconsist of estimates from the census
data for 1950 and 1960 plus BEA state-level data in subseégeans (the census and BEA provide
almost identical estimates in overlapping years). The églmows that, by both metrics, the Rust
Belt’s share declined dramatically. The Rust Belt emplod@gercent of aggregate employmentin
1950, and just 27 percent in 2000. In terms of manufactunmgleyment, the Rust Belt share was
over one-half in 1950 and fell to one-third in 2000. Notalthe decline is much more dramatic
from 1950 to 1980 than since 1980, in which the Rust Belt'seshaf aggregate and manufacturing
employment declined by only a few percentage points.

The fact that the Rust Belt’'s share of manufacturing empkyhdropped by so much suggests
that the decline of the Rust Belt is not a simple story abauwicstiral change. That is, the Rust
Belt’s decline was not simply because the United States’ufamturing sector declined, and the
Rust Belt happened to be intensive in manufacturing. Thd bdck line in Figurel clearly shows
that the Rust Belt’s share of employment decliesedn within the manufacturing sectéfigureb,

in the Appendix, shows that in absolute levels, manufaatueimployment in the Rust Belt stayed
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Figure 1: Fraction of Employment and Manufacturing Empleytin the Rust Belt

roughly constant over this period while manufacturing esgpient outside the Rust Belt roughly
doubled. What happened, according to these figures, is taatfacturing employment moved
from the Rust Belt to elsewhere in the country.

Table 1 quantifies the decline of the Rust Belt by several other m®trEach row describes the
Rust Belt's share of U.S. economic activity in 1950 and 20&0dne particular metric, and the
percentage point decline from 1950 to 2000. The first two r@psoduce the information in Figure
1 for convenience; the Rust Belt’s share of aggregate emptoysnd manufacturing employment
declined by 16 percentage points and 18 percentage pastsgctively.

The third row shows the decline only looking at the industtieat were most prominent in the Rust
Belt in the 1950s, namely steel, automobile and rubber nzetufing. The Rust Belt employed
75 percent of workers in these industries in 1950 and juseEségmt by 2000, amounting to a drop
of 20 percentage points. This shows that the Rust Belt'smmeelas not simply a compositional
change within United States manufacturing, with heavy stdeis such as steel, autos and rubber



Table 1. Decline of the Rust Belt by Various Metrics

Fraction in Rust Belt  Difference

1950 2000 1950 - 2000
Aggregate Employment 0.43 0.27 -0.16
Manufacturing Employment 0.51 0.33 -0.18
Steel, Autos and Rubber Employment 0.75 0.55 -0.20
Employment in “Cold States” 0.73 0.62 -0.11
Aggregate Value Added 0.45 0.27 -0.18
Manufacturing Value Added 0.56 0.32 -0.24

Employment shares are computed using decennial censusatattPUMS and state-level data from

the BEA. Industries are classified according to IPUMS 19@igtry codes. “Cold States” are states
whose average temperature is below the state average. gedgr@nd manufacturing value added are
imputed for 1950-1962 and 1997-2000 using annual changbe share of wage payments by region.

declining and other manufacturing industries (e.g. higin}eising elsewhere in the country. To
the contrary, employment in steel, automobiles and rublmrech out of the Rust Belt, and even
more dramatically than for manufacturing as a whole.

The fourth row of the table shows the Rust Belt's employméars among “Cold States,” which
we define to be all states whose yearly average temperathetow that of the average state (all
Rust Belt states make the cut as Cold States.) The Rust RBefffdoyment share among Cold
States fell from 73 percent to 62 percent, for a drop of 11 graege points. This suggests that
the Rust Belt’s decline is not simply due to a rise in the akality of air conditioning, making
warmer southern locales more attractive. Even among stdterge air conditioning was no more
or less useful than in the Rust Belt, employment moved ouh@fRust Belt states and into cold
non-Rust-Belt states.

The final two rows show the Rust Belt’s share of aggregateevatided and manufacturing value
added. The shares in 1950 were 45 percent and 56 percenglatalZ7 percent and 32 percent
by 2000. This amounts to declines of 18 and 24 percentagéspo@specitvely. The conclusion is
that the Rust Belt’s decline is clearly seen in value addedeshas well, and in fact the decline is
even more pronounced for value added than for employrent.

2This finding is consistent with the work ¢folmes(1998, who looks at counties within 25 miles of the border
between right-to-work states and other states and findscthattries in the right-to-work states had much higher
employment growth rates (since the end of WWII) than theurterparts on the other side of the border. Given
that there are essentially no differences in temperaturvedas these sets of counti¢tplmes(1999 argues that the
differences in outcomes must be due to differences in staieigs, most notably right-to-work laws.

30ne positive result of the Rust Belt's drop in manufactui@igpat the environmentimproveldahn (1999 shows
that regions with the biggest declines in manufacturinyegtended to see the largest improvements in air quality.
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3. Lack of Competition in the Rust Belt

In this section we show that one salient characteristic @Rbst Belt was a relatively low degree
of competition in labor and output and markets for severabdes after the end of WWII. Labor
markets in the Rust Belt were dominated by powerful laboonsin most of the prominent Rust
Belt industries. Output markets were characterized byeclst oligopolists in many industries
that, by many metrics, faced very low competitive presstwenfthe outside. Around the 1980s,
however, competitive pressure increased, as output nsadketv new competition from abroad
and new entrants at home, and labor markets withessed ardtiog influence of unions.

3.1. Lack of Competition in Labor Markets

It is widely known that unions dominated labor markets in gnRust Belt manufacturing indus-
tries. The two largest and most powerful unions in the UnBéates at the time were the United
Steelworkers (USW) and United Auto Workers (UAW). Roughhpotthirds of all auto workers
were members of the UAW, while an only slighter smaller fi@ttof steel workers were mem-
bers of the USW. The majority of steel and auto workers were employed in thet Belt for
decades after the end of WWII. According to the U.S. Burealuadfor Statistics, of the top ten
most unionized states in 1974, seven were Rust Belt stateg@ four of the top five (Michigan,
West Virginia, New York and Pennsylvania.)

It is also well established that these unions extractedt gaacessions from their employers and
enjoyed substantial rents. Figueeshows one simple metric of these rents: the ratio of average
wages in the Rust Belt to average wages in the rest of the goditite dashed gray line shows the
relative wages for all workers, and the solid black line shtiwe relative wages for manufacturing
workers. From 1950 to 1980 the average wage was at least ¢@mqdrigher in the Rust Belt than

in the rest of the country, and reached 15 percent (among fawetnting workers) by 1986.

Industry histories provide more direct evidence of the $ypkrents enjoyed by workers in these
unions. Ingrassia(2011) andVlasic (2011) provide numerous examples of various concessions
extracted from the “Big Three” auto producers of Ford, Gahklotors and Chrysler from WWII.

By 1973, a UAW worker could earn “princely sums” working omguction or other union-created

4These figures are for 1970 and come from BLS Bulletin 1937 AgpeD. The UAW and USW also had large
membership rates in a diverse set of other manufacturingsinieés Goldfield, 1987).

SBLS Bulletin 1865 and BLS Bulletin 1370-12. Unionizatiorigare the percent of all non-agricultural employ-
ment that is covered under a collective bargaining agreemen

5The ratio of average wages, while a crude measure of wageiyresnis similar to the estimated “Rust Belt”
dummy we find when regressing individual-level wages on atlor, potential experience and other controls. More
generally, the ratio of average wages is in the same randeea&stimated union wage premium documented in a long
literature (see e.dlanchflower and Bryso(2004) for a review.)
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Figure 2: Relative Wages of Rust Belt Workers

jobs, such as serving on the plant “recreation committeerhany cases workers could retire with
full benefits as early as age 4B@rassia201], pp. 46, 56). In steelTiffany (1988 states that
in 1959, average hourly earnings for steel workers were rtttaa 40 percent higher than the
all-manufacturing average in the United States, and pointsis premium as evidence that steel
workers earned rents (p. 178). Evidence of non-wage rerggegl abound, such as clauses in
various steelworker contracts that guaranteed that tled stiéls would be shut down on the first
day of deer hunting season (see ¢igerr(1989).

Figure2 also provides an indication that union power began to deduring the 1980s. Relative
wages in the Rust Belt fell from roughly 12 percent above otarkers to just 4 percent above
by 2000. Not coincidentally, union membership droppedditgaver this period. Figuré (in the
Appendix) shows the unionization rate for the country as aleshsing data fronGoldfield(1987),
and in the Rust Belt, using the state-level unionizatioablase oHirsch and Macphersdi2003).

In 1980, the first year of available disaggregated data, 8€epé of the Rust Belt workforce was
unionized. By 2000, the unionization rate in the Rust Bel Wwalow 20 percent.



3.2. Lack of Competition in Output Markets

In output markets served by the prominent Rust Belt indeistproduction was dominated by just a
few firms for most of the postwar period. The largest threelgimducers — U.S. Steel, Bethlehem
Steel, and National Steel — had virtually the entire doreastrket right after WWII and at least
half the country’s total steel capacity from the end of tlylod 980 Crandal) 1987, Tiffany, 1988.
The Big Three auto producers accounted for 90 percent ofvaalide sales in the United States
in 1958, and at least 75 percent until around 198@2¢, 2009. A similar dominance pertained to
the four largest rubber tire producers, who had at least 8&epeof the market in every year from
1950 to 1970.

In each of these industries, there is evidence that the feduymers behaved non-competitively.
Adams and Brock1995 p. 94) describe the big Steel producers as having had aliytunchal-
lenged control of a continent-size market,” which led to a&lwhoned system of price leadership
and follower-ship” with U.S. Steel as the leader. That tigedbéel producers appeared to cooperate
in pricing is echoed in numerous other industry studies ds&@imilarly, Ingrassig2011, p. 29)
describes the automobile industry as being a “model of qatpaligopoly” throughout the 1950s,
1960s and 1970s, with General Motors playing the role of ticepgeade?

Both steel and autos, as well as rubber, were accused orptauticasions of explicit collusion.
In 1959, the Federal Trade Commission (FTC) charged fiftebher manufacturers with agreeing
on common list prices and discounting polidgrénch 1991).10 Tiffany (1988 describes several
similar instances in Steel, and on several occasions mar&ageat the big steel firms were called
in front of congress to explain their lack of competition icing.!* In the auto industry, the U.S.
Justice Department at different points charged Ford and Gill eollusion and charged the Big

"These four were Goodyear, Firestone, U.S. Rubber and Gaod#ill four were located in Akron, Ohio, once
known as the “Rubber Capital of the World.”

8Hudson and Sadlg989 for example write that “in 1948 the industry .. [began] ateys whereby all firms
automatically followed US Steel’s lead in pricing. Durirfgg era, therefore, companies were assured of a comfortable
profit margin and faced little incentive to seek out new, nnaditable, locations; nor did they do so.”

9Adams and BrocK1995 p. 78) write that “the prices adopted by the Big Three [autmofacturers] appear at
times to represent the outcome of a tacit bargain arrivedratigh a delicate process of communication and signal-
ing.... Once they have revealed their hands to one anofleerttiey announce their final prices, which, not surprigingl
tend to be quite similar.”

10The FTC claimed that the rubber manufacturers had reviveddbperative policies granted to them in the 1930s
by the National Industrial Recovery Act (which was laterlawed). The manufacturers agreed to “cease and desist”
without admitting any wrongdoing. Sé&ench(1991, p. 95).

1For example, in 1957 the Senate’s antitrust committee tiraccused the steel industry of anticompetitive pricing
behavior, and called industry leaders to testify for sixsddg a telling exchange between Senator Estes Kefauver and
U.S. Steel chairman Roger Blough, Kefauver asked why alhthgr steel companies had the same price. Blough
responded: “...if we offer to sell steel to a customer at t@es price as a competitor offers to sell to the customer,
that is very definitely a competitive price.” According Tiffany (1988, Kefauver and the rest of committee were
thoroughly unconvinced, yet no punishment was ever souglarfy steel producer.



Three with conspiring to eliminate competitiohdams and Brock1995 p. 87).

Several types of evidence suggest that competitive pregsoked up starting in the 1970s and
1980s, as the cost of imports from abroad plummeted and nes éntered the domestic markets
for goods formerly supplied almost exclusively by Rust Betiducers. In each of the steel, auto
and rubber industries, concentration ratios fell subglytstarting in the 1970s and 1980s. In
autos, the Big Three’ currently have less than half the déimesarket, with even lower figures
in steel and rubberTjffany, 1988 French 1991). Estimates of markups paint a similar picture,
at least where such estimates exist. In the steel induStlard-Wexler and De LoeckdéR012
estimate markups of on average 25 percent over the period th8éugh 1987 for the integrated
segment of the steel industry (most of which was in the Ruk).B2In the period since 1987 their
estimated markups averaged just 13 peréént.

4. Simple Model

In this section we present a simple model which illustrakesrhain components of the theory.
The model links the extent of competition in labor and outpairkets to investment and hence
productivity growth. The model predicts that less compmtitin either market leads to lower
investment.

4.1. Environment

There is a continuum of intermediates, indexed bwhich are combined to produce a final good.
The production function for the final good is given by

Y= (/Olyuﬁdi)z o

where any two intermediates have elasticity of substitutieo between them. The final good can
either be consumed or used for investment. Intermedjatgs, %) are produced in the “Rust Belt,”
and intermediate$ € [3, 1] are produced in the “Sun Belt.” The two regions differ in tfaéute of
their competition in labor markets and output markets (dieed below). Each intermediafeis
produced in an industry that has a single “leader” firm andh&Sun Belt region, a competitive

2These numbers are consistent with estimated markups irutberalustry over this perioderndt, Friedlaender,
and Chiand1990 estimate markups for Ford, GM and Chrysler over the perifiiPthrough 1983. Taking an average
of the three firms and the years in their sample, their eséichatarkups are 21 percent.

13The evidence o8chmitz(2005 andDunne, Klimek, and Schmit2010 shows that the early 1980s were a time
when competitive pressure in the United States increadestamtially in at least two important industries: iron ore
and cement. In both industries one impetus for the increesetbetition was a lowering of transportation costs for
foreign competitors.
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fringe (also described below).

Production of intermediates takes place in two stages. drfitht stage, each leader firm enters
with productivity level, denoted, and chooses their “technology upgrade,” denatedpgrading
technology byx requires a cost(x), wherel (+) is strictly convex and is such th&t0) = 0. Im-
portantly, the technology upgrade is irreversible onceag heen made, and hence the investment
is sunk. One can think of as technology capital, using the languagéMwiGrattan and Prescott
(2010, which they define as the “accumulated know-how from investts in R&D, brands and
organizations,” andi(x) as the investments themselves.

After investment, the productivity of leadg¢rbecomes(1+ x(j)), and the production function
becomes

y(i) =Z1+x(j)]e(J) 2)
wherey(j) and/(j) represent the leader’s output and labor input.

In the second stage, firms decide how much labor to hire and pricee to charge, given their
production function,%). In the Sun Belt, leader firms must Bertrand compete witlctimapetitive
fringe. Thus, leader firms there pick the optimal price tgkimo consideration the fringe. In the
Rust Belt, we assume the leader firms get to “block” the friilnge operating. Thus, leaders firms
in the Rust Belt face no competition from the fringe and sebgtimal monopolist markup’

The labor market in the Rust Belt is dominated by a singledalmon that is the sole supplier
of labor services. In order to produce any output, Rust Betifimust not only pay each worker
hired the competitive wage (normalized to one), but must pis/ a fraction of their surplus to the
labor union. The fraction of the surplus paid to the unionggedmined by Nash Bargaining, with
the union’s bargaining weight given I3, and the union’s share of the surplus (rents) den&ed
The labor market in the Sun Belt is competitive, in contrast] each worker earns the competitive
wage.

The household has a unit measure of members, each of whiclicsved with one unit of time
that they supply inelastically to the labor market. Jobshim Rust Belt are rationed, and only a
fraction of household members (chosen at random by the firmag)supply labor to the Rust Belt.
The household pools workers’ labor earnings plus profitsftiee firms, and spends all its income
on the final good. Formally, the household’s budget condtrai

1 1
P~C:1+R+/()2|_|R(j)dj+/l Ms(j)d] 3)
2

14 the richer dynamic model to follow, we allow the extent ddtking, and hence the extent of competition in
output markets, to be governed by a parameter.
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whereP is the price of the final good; is the quantity of the final good purchased for consumption,
1+ Ris the labor earnings plus the rents earned by workers in tisé Belt, and1r(j) andMg(j)
are profits earned by intermediate firms in the Rust Belt anlEslt.

4.2. Sun Belt Producer’s Problem

Consider now the first-stage (investment) problem of onéiddal producerj in the Sun Belt.
Dropping thej index for expositional purposes, the producer’s problem is

s = max{ fs(xs) 1 (x6) | (4)

whereTis(xs) represents thgquasi-rentsor surplus, earned in the second stage. The second-stage
problem is to pick prices and labor input to maximize thesasgtents:

i5(xs) = max{ Psys— ﬁs} (5)
ps, {s

subject to
Ys = Z[l-l— Xs]gs, and

ys=X-P-[pg 2 (6)

Equation 6) is the standard demand function associated with a CES ptiodifunction. Variables

X andP represent the (endogenous) total spending on all goodseblyahsehold and firms, and
the aggregate price indéx. Since Sun Belt leaders must Bertrand compete with the cativeet
fringe, it follows that they limit price the fringe, chargjra price ofps = 1/z.16

To understand better how the Sun Belt producers operate ugeful to rewrite their first-stage
problem after incorporating the optimal limit-pricing keetor. It is

Ns= fT}(?X{ngs(Xs) -1 (Xs)} (7

wherels(xs) = X - P-z[14xg~*. One can then see how investment is key to earning any profits at
all; if the leader doesn’t invest, she cannot price belowftimge, and hence earns no profits. More
generally, the presence of the fringe provides an inceritiv¢he leader to lower their marginal
cost below that of the fringe so as to price further above margost and increase profits. This
has what the literature has referred to as the escape-ciimpetfect; see e.gAcemoglu and

1 1 -1
15These are given b = [¢? pr(i)y(i)d]+ 1 ps(i)ys(i)dj andP = | J§ pr(j)*di+ f{ ps(i) *di]
16)f investment among Sun Belt producers is sufficiently higleguilibrium, specifically ifxs > 1, then Sun Belt
producers choose a standard monopolistic markup. For éxpsd purposes we focus here on the case wkere 1.
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Akcigit (2011 andAghion, Bloom, Blundell, Griffith, and Howitf2005.

4.3. Rust Belt Producer’s Problem

The Rust Belt producers’ problem differs from the Sun Bedidurcers’ problem in two ways. First,
in output markets, the Rust Belt gets to block the competitinge and set a standard monopolist
markup. Second, in labor markets, the Rust Belt must hirerlgirough a union with collective
bargaining rights. The union supplies labor in exchangeéHercompetitive wage plus a share of
the firms’ surplus after producing.

4.3.1. Collective Bargaining

Consider first the second-stage problem, once the techyolpgrade xg, has been made. The
guasi-rents of a given Rust Belt firm are

TR(XR) = maX{ PRYR — ER} where (8)
Pr.(R

YR = Z[l-i-XR]ER, and
Yr=X-P-[pr] 2. )

These quasi-rents are defined identically to those of theB&ltrproducers. The difference is that
Rust Belt firms must bargain over the quasi-rents with themnWe assume that the union and
each producer split the surplus according to Nash Barggimith the unions’ bargaining weight
represented b € [0,1]. The solution to the bargaining problem yields the standesdlt that the
union receives a shafeof the quasi-rents, with the firm taking the other B.

4.3.2. Investment and Production

Now consider the first-stage problem of the Rust Belt produGiven the bargaining solution
above, the problem becomes:

Mr(]) = max{ (1~ B)Ti(xg) 1 () . (10)

In other words, firms pick investment to maximize their sharéne quasi-rents minus their cost of
investment. One can easily show that the first-order camtdharacterizing a Rust Belt producer’s
choice of investment is

(1-B)TR(xr) = 1"(xR). (11)
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This equation shows that investment is lower the highé¢#.i$his result arises because the bar-
gaining problem involves a quintessentild-up problemSince the investment decision cannot
be reversed once it has been made, the workers can hold upnthanfd extract a larger share of
the surplus ex-post. This effect is not present in the Sun Belt since producergttie not bargain
with a union.

A second key difference is that Rust Belt producers do na gacompetitive fringe, and simply
choose their optimal price (taking prices of the other gaaglgiven.) As is standard, these firms
choose a price which gives them a constant markup (in this 066400 percent) over marginal
cost:

Pr= 2(2[1+XR])_1. 12)

It is useful to re-write the Rust Belt producer’s first-stdig@estment) problem incorporating their
optimal price as
M =max{ (1-B) - trxe) =1 (xe)] | (13)

subject to/r(xg) = X - P- z[l-i—xR]_l. Here, the firm earns a constant 23 units of output per unit
of labor input hired, reflecting the constant markup overgimal cost charged by the Rust Belt
firm. This is true even if the firm does no technology upgradingll. Thus, unlike the Sun Belt’s
equivalent problem in7), the escape-competition effect is absent. The Rust Baitfirationale
for innovation is that a more efficient production techngiagcreases demand for their variety.

4.4. Optimal Investment in Equilibrium

An equilibrium of the economy is a set of quantities and m®ech that households and producers
solve their problems taking prices (other than their owngiasn, all firms in each region choose
the same prices and quantities, and markets clear. The raitt 1of this simple model is as
follows.

Proposition 1 Equilibrium investment is lower in the Rust Belt region.

The proof is in the Appendix. To gain some intuition for theulk, consider first the case when
parameters are such thai> 1. One can think of this as being the case when investmend cost
are “sufficiently low.” In this case, the Sun Belt producere ao much more productive than
the competitive fringe that they choose to set a standardopuy markup, just like Rust Belt

I'van Reener{1996 provides concrete evidence that workers do in fact cagtigieare of the surplus from inno-
vations by their firms. Using a rich panel of firms of the Unit6idgdom, he shows firms that innovate tend to pay
higher wages with a lag of roughly three years after innogptHe estimates that workers in innovating firms capture
on average 20% to 30% of the quasi-rents generated by irinavat

14



producers. One can combine the firms’ first order conditionshibw that optimal investment in
equilibrium must satisfy the following equation:

I'(xg) = (1= B) I'(xs)- (14)

It follows therefore thakr < xs, sinceB > 0 andl (-) is convex. Here, the difference in investment
results only from the fact that labor manages to extract@itma of the surplus (positively related
to ) from Rust Belt producers. Absent this non-competitivedwadr in labor markets, i.e. when
B =0, investment is identical in the two regions.

Consider next the case when parameters are suclkkghatl. One can think of this as the case
when investment costs are sufficiently high. Now Sun Beltipoers limit price the competitive
fringe, while Rust Belt firms choose the standard monopatiatkup® In addition, Rust Belt
firms still must bargain with labor over the surplus. Combgthe firms’ first order conditions
this time yields:

2

In this case it also must be true that < Xxs. There are now two reasons for the difference in
equilibrium investment. As before, the-13 term arises from the fact that the Rust Belt firms get

2
() = (1— B) (”XS) 1 (x). (15)

to keep less than the total proceeds from investment. Intiaddihe <1+TXS>2 term arises from
the differences in output market competition, and this tesess than one as long as< 1 in
equilibrium, which is true if and only if the Sun Belt firms aetually limit pricing in equilibrium.
If so, Rust Belt firms get to charge a higher markup even wheowating relatively less, while
Sun Belt firms innovate more to escape the competition.

18Bernard, Eaton, and Jens@®03 have a similar result, where the most productive produitieeesets a standard
monopolist markup if it is much more productive than othem§y or limit prices the second most productive if the
two have more similar productivty levels.
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5. Dynamic Model

We now embed the main features of the simple static modeldanticher dynamic model that
can be used for quantitative experiments. The dynamic nmditfets in several main ways from
the static model. First, firm productivity and employmenargs by region evolve endogenously
over time. Second, the extent of output-market competisogoverned by a parameter, which
allows more flexibly in the quantitative work. Third, the emt of competition in output markets
is determined not just by the escape-competition effedtbipan opposingchumpeterian effect
which has been emphasized by the literature. Thus, whetbhatey competition in output markets
leads to lower or higher investment in equilibrium is notgetermined in the model, but rather
driven by the data used to discipline the model.

5.1. Environment

Preferences of the household are given by
u=y%a4c, (16)
2

whered is the discount factor an@; is consumption of a final good. The final good is produced
using the CES production function

1 o1\ o1
vt:(/o q<1>adj) , 17)

whereo is the elasticity of substitution between any pair of intechates in the economy. We
assume that > 1, which implies that the intermediates are gross subesituas before, the final
good can be used for both consumption and investment, ardiet@emediate is produced by a
single producer located in one of two regions: the Rust Bait thhe Sun Belt. The measure of
goods produced in the Rust BeltAis= (0, 1), while the measure of goods produced in the Sun Belt
is 1—A. Just as in the simple model, the production of each goodnexja single input, labor,
and the wage is normalized to unity each period.

Each period is divided into two stages. In the first stageirittesmediate firms decide how much
to upgrade their technology, denotedXy In the second stage, the firms decide how much labor
to hire and what price to charge, and then produce. As beRust Belt producers bargain with
unions over their surplus after producing, with bargainivejght 3 for the union and %+ 3 for

the firm. Note that the bargaining weight may change over,tan¢he subscripts indicate.

Producers in both regions face a competitive fringe eacioghein the Sun Belt, the fringe enters
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with productivity @zst, wherezs; is the initial productivity among Sun Belt producers, and th
parameterp > 0 governs how effectively the fringe catches up to the leéides each period. In
the Rust Belt, the fringe begins the second stage with ptodiycgzr:(1— ). The parameter
Lk stands for the extent of “monopoly power” in output marketsj captures the ease with which
incumbents can block entry by potential challengers. pAgoes to one, the extent of output-
market competition in the Rust Belt is minimized, as in the@e model. Asy; goes to zero,
imperfections in output market vanish, as in the Sun Belte ©@an think ofy; as arising from
policies which protect incumbent producers, such as enigpdddy Parente and Prescqit999
andHerrendorf and Teixeiré2011), though we interpret the extent of competition broadly g a
reason the leaders would face immediate competitors with ¢wsts.

The extent of competition each period is governed by date (3, 1), which takes on one of
three values. Formally € {64, 6., 6}, wheref represents high-distortionstate 6, represents
alow-distortionstate, and: stands for @ompetitivestate. The transition from one state to another
is governed by the following transition matrix.

Table 2: Transition Probabilities Between States

OH o 6c
64 l1-¢ £ 0
6. 0 1-¢ £
6 0 0 1

From either the high-distortion or low-distortion state#th probabilitye the economy transitions
to a more competitive state. With probability-1e the economy states in the same state. The
competitive statél is absorbing.

5.2. Static Firm Problem

The firms’ static profit maximization problem is similar toetlone laid out in the simple static

model of the previous section. Still, we spell it out comelgthere for clarity. In the first stage,

the firm decides how much to invest. In the second stage, tine filecides what price to set and
how much labor to hire in order to maximize their quasi-re@iearly, forward-looking producers

anticipate the quasi-rents in stage two associated withgargn investment decision. So let us
describe the firm’s problem starting with stage two.

Consider a Sun Belt firm (droppirigubscripts) who enters the period with productizigand has
chosen technology upgraag. Assume that all the other Sun Belt firms have productiztgnd
have chosen upgrade, Which could be equal tas andxs (and will be in equilibrium). Finally,
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assume that all Rust Belt producers have productiitgrid have chosexg.” To keep the notation
tidy, we defineZs = (zs, 7s,Zr) and Xs = (xs,Xs,%r). Whenever possible, we also drop the firm
label j € [0,1]. The static profit maximization problem of the Run Belt firmt@ésmaximize the
guasi-rents:

M5(Zs, Xs, 8) = max{ Psys — Es} (18)
ps, s

subject toys = zg[1+ xg¢{sandys = X - P91 pg?, which are the production function and standard
demand function under CES preferences. As belr@dP represent total spending on all goods
by the household and the aggregate price index, respactivel

x= [ patar(iyai+ [ pslistija]

p=[ [ ortiy=edi+ [ ps(iyoai] .

Since Sun Belt leaders must Bertrand compete with the cotiveefringe, it follows that they

limit price the fringe and chargps(i) = %23_19

Now consider a Rust Belt firm who enters the period with proigitg zz and has chosen invest-
ment levelxg, while all other Rust Belt producers have productiaiaehd investmentg. Assume
that all Sun Belt producers have productivzyahd have chosen investmedt As we did for the
Sun Belt, let us defingr = (zr, Zr, Zs) andXgr = (Xgr, Xr, Xs). Quasi-rents of the Rust Belt are given
by
TR(ZR, XR; 6) = maX{pRYR—ﬁR} (19)
PR, (R

subject toyr = zr[1+ Xg]/r andyr = X - po-1. pr’. The additional argument in the Rust Belt
producer’s profit functionyu, reflects the difference in the limit price compared to a Swit B
producer.

5.3. Dynamic Firm Problem

We now consider the dynamic problem of the firms. The Bellmguaéion that describes a Sun
Belt producer’s problem is:

Vs(Zs; 0) = max{ fis(Zs,Xs) ~ | (xs,Zs) + OE |Vs(Zs: ) | (20)

9For expositional purposes we focus on the case where ineastim equilibrium is “sufficiently low” such that
it is optimal for Sun Belt producers to limit price the fringlore generally, they either limit price or set a standard
monopolist markup, depending on how much investment thelgtiake in equilibrium.
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whereZg = (zs(1+xs), Zs(1+Xs), Zr(1+ %R) ), and the expectations are o\ tomorrow’s state
of competition. The Sun Belt producer picks the amount oégtknent each period to maximize
guasi rents minus investment costs plus the expected ditsmbualue of future profits.

Analogously, the Rust Belt producer’s Bellman equation is:
VR(ZR: 0) = n;(gx{ (1— B)TR(Zr, Xr, 8) — | (XR, ZR) -+ OF [VR(zg; 9’)} } (1)

whereZi = (zr(1+ Xr),Zr(1+ %), Zs(1+ %s)). The Rust Belt producer picks its technology
upgrade to maximize its share of quasi rents minus invedtoosts, plus the expected discounted
value of future profits. Its share is-1f3, which is determined by the Nash bargaining.

Finally, lettingi € {R, S} denote the region, we assume that the investment cost duristi

oy Y cz !
'(’“’Z'>_X1Azg—1+<1—/\)zg—l (22)

forzi = (z,%,Z_i), y> 1, andc > 0. One desirable property of this cost function is that ibwvest
costs are increasing and convexirMoreover, the further the firm lags the “average” produttiv
level in the economy the cheaper it is to upgrade the cureshinblogyz. A second desirable
property, as we show later, is that this cost function desivmlanced growth when distortions in
labor and output markets are shut down.

5.4. Dynamics in the Competitive State

In the competitive statgj = u = 0 for the current period and all future periods. Analyzing th
competitive state is convenient for gaining intuition, las tlynamics are particularly clean when
there is no imperfect competition in either region. To seg, ttefine the balanced growth path to
be a situation whergr = Xxs = X each period. Then, one can show that three things are trog alo
the balanced growth path. Firstjs given as the solution to a single equation in one unknown.
Second, the ratiar/zs is constant from one period to the next. Third, the Rust Belthployment
share is constant from one period to the next.

These properties of the balanced growth path are usefukfaral reasons. First, they illustrate
that in the competitive state, both regions grow at the satee This implies that the decline of

the Rust Belt can only come about in the model from imperfeatgetition there (and not, simply

differences in the productivity states of the two regionSecond, the properties are useful in
calibrating the model, as the properties of the model in trepetitive state can largely be solved
by hand. This makes the long run properties of the model piamest and tractable.
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5.5. Dynamics under Imperfect Competition

We now consider when the state of competition is eitheor 6.. As will be documented quan-
titatively in the following section, when plausibly caldied, the model in either of these states
predicts that investment (and productivity growth) is louwethe Rust Belt than the Sun Belt. One
can show that if investment is lower in the Rust Belt than the Belt in the current period, then
the employment share in the Rust Belt declines between tirerduand following period. The
reason is simple. Less investment means that the relafive gf the Rust Belt's goods rises, and
because goods are gross substitutes consumers demanekhelaore of the cheaper Sun Belt
goods. Thus, as iNgai and Pissaridg2007), employment flows to the Sun Belt.

Two effects now determine the link between competition itpatrmarket competition and invest-
ment. The first is the escape-competition effect describedd simple model. All else equal, the
stronger is the competitive fringe today (i.e. the lowepis the more incentive leader firms have
to invest today to lower their costs. The second effect is timvso-called Schumpeterian Effect
(see e.g.Aghion, Bloom, Blundell, Griffith, and Howit{2005 and the references therein.) This
effect says that the greater is the catch-up of the compefitinge tomorrow (i.e. the lower is
Lk+1), thelessincentive leader firms have to invest today, since they vatitg enjoy the benefits
of having lower costs for fewer periods. Which effect dontésas not predetermined in the model,
but will be determined by the data used in the parameteoizg@tiocedure (and the procedure itself)
in the section to follow.

6. Quantitative Analysis

We now turn to a quantitative analysis of the dynamic modékne we ask how large of a decline
in the Rust Belt's manufacturing employment share the mpdadicts over the period from 1950
to 2000. We calibrate the extent of competition faced by MB&dt producers using evidence on
wage premiums and markups. We find that the model explain®gippately half the drop in the
Rust Belt's manufacturing employment compared to the data.

6.1. Parameterization

We set a model period to be five years. We set the discountrate-t0.96° so as to be consistent
with a 4 percent annual interest rate. For the elasticityublsstution we setr = 2.3 based on
the work of Broda and Weinstei2006, who estimate substitution elasticities between a large
number of goods at various levels of aggregation. Their aredlasticity estimate is at least 2.3,
depending on the time period and level of aggregation. We thatt ours is a conservative choice in
that higher values af will lead to an even greater predicted decline in the Rust8employment
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share. Next, we normalize the initial productivity state$ézs = zr = 1, and set the initial state
of competition to beéfy, reflecting the evidence (of Secti@ that competitive pressure was at its
lowest in the 1950s.

We calibrate the remaining parameters jointly. These@rethich governs the catch-up rate of the
fringe; A, which pins down the share of goods produced in the Rust Belthich is the curvature
parameter in the investment-cost function; @ndhich is the (linear) scale parameter in the cost
function.

We choose these values to match four moments of the data. rEhésfan average markup of
10 percent in the Sun Belt, which is consistent with w@atlard-Wexler and De LoeckéR012
estimate for 2000 among minimill steel producers (most atiwvere located in the U.S. South.)
The second is an initial employment share of 51 percent iiRtist Belt, to match the manufactur-
ing employment share in the data in 1950. The third is an invest-to-GDP ratio of 5 percent,
which McGrattan and Presca2010 report as the average sum of investments in R&D, advertis-
ing and organization divided by GDP. The fourth and final mome a long-run growth rate (in
the competitive state) of 2 percent per year.

Table 3: Targeted Wage Premiums and Markups

Wage Premium Markup
6H 0.12 0.22
6. 0.04 0.14

We also match values @f andf in statesfy and@,_ jointly in the calibration procedure. These are
chosen to match the estimated markups over the period deddn Sectior8, and the estimated
wage premiums plotted in Figur2 The targets are listed in Tab® The targets foiBy are
supposed to capture the values from the period between 9BIBO, while the targets fdi are
supposed to represent the period afterwards, when compgiressure rose.

We calibrate the model for two different assumptions akmuhe probability that the state of
competition changes. In the “optimistic” scenario we assunate = %. This implies that model
firms expect to stay 8 periods, or 40 years, in each state opebtion before moving to the next
one. In other words, Rust Belt firms in 1950 expect to stayate$iy until 1990, and then in state
6. until 2030, before finally switching téc. In the “pessimistic” scenario we assume that %
This implies that firms expect to stay just two periods, or eade, in each state of competition.
Thus, firms in 1950 expect to stay éy until 1960 and ther®)_ until 1970 before switching téc.
While it is hard to know just what firms were expecting, we ®eihat their expectations must
have been somewhere in the range of these two scenarios.
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In either scenario, we impose that the economy moves fignto 6, in 1985, consistent with
evidence of Sectio, and then fromf_ to 6 in 2000. The idea is that, regardless of what firms
expected, competitive pressure did pick up in 1985. Thecehoi moving to the competitive state
in 2000 is based in part on the data, which show the lowestupar&nd wage premiums at the end
of the period, and in part based on convenience: what we aspost 2000 has little baring on the
model’s predictions for 1950 to 2000, and the model is mestable in the competitive state.

The parameter values implied by the calibration (under #sinistic scenario) arg = 1.02,
A =0.57,y= 1.7 andc = 2.9. The bargaining power parameters gre= 0.320 andB_ = 0.168
in 1985. The monopoly power parameters gge= 0.141 andy. = 0.071.

6.2. Quantitative Results

Figure 3 displays the model’s predictions for the manufacturing kyipent share in the Rust

Belt from 1950 to 2000. Several points are worth noting fréwa figure. First, in both scenarios
for expectations, the model predicts a large decline in thgt Belt's employment share, as in the
data. The model predicts a drop of 7 and 10 percentage paoitite iwo scenarios, from 51 percent
down to 44 and 41 percent. In the data, the drop is 18 percemtaigts, from 51 percent down

to 33 percent. By this metric, the model explains betweenmtD= percent of the decline of the
Rust Belt.

The second feature worth noting is that the model’s predidezline is more pronounced between
1950 and 1980, as in the data. The model predicts a drop of P grecentage points in this
earlier period, while the actual drop was 15 percentagetp@irom 51 down to 36 percent). In the
subsequent two decades, from 1980 to 2000, the Rust Belptogment share declined just three
percentage points in the data. The model also predicts gptes®unced drop over this period
equalling less than one percentage point in each of the temmesos.

Why does the model predict a sharper decline in the earligrgiadhe period? There are two
reasons. First, competitive pressure is weaker in thesegdirt of the period, and hence the gap in
productivity growth between the two regions is largest thims leads to a relatively large increase
in the relative price of the Rust Belt goods, and househaltst#uting into the cheaper goods of
the Sun Belt. Second, higher competitive pressure in tlee [sriod leads to a sharp drop in the
markup of Rust Belt producers, and hence a sharp drop in kaveeprice of their goods. In the
model this leads to the spike in the Rust Belt's employmeatesin 1985. In reality, presumably,
the increase in competition did not hit all Rust Belt indigstrexactly at the same time. Thus, the
more favorable prices of Rust Belt goods resulting from cetitipn might have played out more
smoothly over time in reality than in the model.

22



A4 .45 5 .55
! ! ! !

.35
|

Fraction of Mfg Employment in Rust Belt

3
1

I I I I I I
1950 1960 1970 1980 1990 2000
year

Model, Optimistic Expectations
===ux==ns Model, Pessimistic Expectations

Figure 3: Fraction of Manufacturing Employment in Rust B&lodel and Data

A second question is why the the Rust Belt’s decline is leastdrin the optimistic-expectations
scenario than the pessimistic-expectations scenarioregs®n has to do with the relative strengths
of the escape-competition effect and the Schumpeteriantedf output-market competition. In the
optimistic-expectations scenario, the Rust Belt firms ekpe have very weak competition from
the fringe for a long time. This encourages them, all elseakda do more investment than they
otherwise would, since they can reap the benefits of theastments for a long period. In the
pessimistic-expectations scenario, on the other hands faxpect just a short stint with a weak
fringe before the game is up, as it were. Thus, firms investtlean they otherwise would, and
hence the Schumpeterian effect is relatively weak in thége ca

6.3. Investment and Productivity Growth

What do the model’s predictions for investment and rel&fipeoductivity growth look like? The
model predicts that investment expenditures average 3c2pieof value added in the Rust Belt,
compared to 6.5 percent in the Sun Belt. Thus, investmess g substantially lower in the Rust
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Belt than in the remainder of the economy.

As a result, productivity growth rates are substantiallydoin the Rust Belt. The model’s average
annualized productivity growth rate (in the pessimistate) for Rust Belt producers is 1.4 percent;
in the Sun Belt this figure is 2.3 percent. Worth noting is thedicted productivity growth is
lowest in the early period in the Rust Belt, at 1.3 percentygar from 1950 to 1980, and rises to
1.6 percent per year after 1980. In the Sun Belt, produgtgriowth is 2.4 percent per year before
1980 and falls slightly to 2.1 percent afterwards. Thusdifference in productivity growth rates
converged somewhat over the period. After 2000, in the coithyeestate, the model predicts that
productivity growth rates are both exactly two percent paryas per the calibration.)

7. Supporting Evidence on Investment and Productivity Grovih

In this section we present additional evidence on the mege€dictions for investment and pro-
ductivity growth. In particular, we consider evidence on R&xpenditures, TFP growth, and
technology adoption rates. While each has its limitatitelsgn together they support the model’s
prediction that investment and productivity growth werkatigely low in Rust Belt industries for
most of the post-war period.

7.1. R&D Expenditures

The first piece of evidence we consider is on R&D expenditbsesndustry. Expenditures on
R&D provides a nice example of costly investments that akertdao improve productivity, as in
the model.

Evidence from the 1970s suggests that R&D expenditures e in key Rust Belt industries,
in particular steel, automobile and rubber manufacturihgn in other manufacturing industries.
According to a study by th&.S. Office of Technology Assessmgii980, the average manu-
facturing industry had R&D expenditures totaling 2.5 petcef total sales in the 1970s. The
highest rates were in communications equipment, aircradt @arts, and office and computing
equipment, with R&D representing 15.2 percent, 12.4 pdraad 11.6 percent of total sales, re-
spectively. Auto manufacturing, rubber and plastics mactufring, and “ferrous metals,” which
includes steelmaking, had R&D expenditures of just 2.1 gratrcl.2 percent and 0.4 percent of
total sales. These data are qualitatively consistent Wwéhmiodel’s prediction that investment rates
were lower in the Rust Belt than elsewhere in the United Sfite

20several sources explicitly link the lack of innovation baoka lack of competition. For example, about the
U.S. steel producerddams and BrocK1995 state that “their virtually unchallenged control over antinent-sized
market made them lethargic bureaucracies oblivious toni@olgical change and innovation. Their insulation from
competition induced the development of a cost-plus mewptalihich tolerated a constant escalation of prices and
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Table 4: TFP Productivity Growth by Individual Rust Belt Industrie s

Annualized Growth Rate, %
1958-1980 1980-2000 1958-2000
Iron and Steel Foundriels 0.0 0.5 0.2
Machinery, Misc -04 -0.1 -0.2
Motor Vehicles 1.0 0.2 0.6
Railroad Equipment 1.0 -0.3 0.3
Rubber Products -0.2 25 11
Steel Mills 0.4 0.9 0.7
Rust Belt Average 0.3 0.6 04
U.S. Economy 2.0 14 18

Note: Rust Belt Industries are defined as those industries whoptogment shares in Rust
Belt MSAs are more than one standard deviation higher thamtéan in both 1950 and
2000. Source: Author’s calculations using NBER CES progitgtdatabase, U.S. census
data from IPUMS, and the BLS.

7.2. Productivity Growth

Direct measures of productivity growth by region do not exisfortunately. Nevertheless, we can
assess the model’s predictions for productivity growthie Rust Belt by comparing estimates of
productivity growth in industries that were prominent ie tRust Belt region over the period 1950
to 2000 to productivity growth in the rest of the economy.

Concrete estimates of productivity growth by industry atlable from the NBER CES databa&e.

By matching their industries (by SIC codes) to those avél&dbus in our IPUMS census data (by
census industry codes), we are able to compute the fractiaii employment in each industry

that is located in the Rust Belt in each year. We define “RulttiBa@ustries” as all those industries
with employment shares in the Rust Belt greater than onalatdrdeviation above the mean in
both 1950 and 2000. The industries that make the cut are hdiSteel Foundries, Miscellaneous
Machinery, Motor Vehicles, Railroad Equipment, Rubberdicis, and Steel Mills.

Table4 provides estimates of total-factor productivity (TFP) gt per year in these industries
over several time horizons. As a frame of reference, we coenpEP for the U.S. economy as
a whole as the Solow Residual from a Cobb-Douglas produdtioation with labor share two-

thirds and aggregate data from the BEA. The right-most calshows the entire period of data

wages and a neglect of production efficiency (page 93). "
21 detailed description of the data, and the data themsedwesvailable here: http://www.nber.org/nberces/.
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availability, namely 1958-2000. TFP growth was lower ingvRust Belt industry than for the U.S.
economy as a whole. The highest growth was in Rubber Progdubtsh grew at 1.1 percent per
year, while the lowest was in Machinery, which grew at -0.&pat per year. The U.S. economy,
on the other hand, had far higher TFP growth of 1.8 percenygarover this period.

The first and second two columns show TFP growth by industityarperiods 1958-1980 and 1980
to 2000. We choose this breakdown based on the evidence tbi®8dhat competition picked
up in the 1980s. The first two columns show that in four of theisdustries — Iron and Steel
Foundries, Machinery, Rubber Products, and Steel Millsedpctivity increased in the period
after 1980. This is consistent with the productivity pickopnd in the model in the latter part of
the period.

One limitation of these data is that what we define as RustiBalistries include a lot of economic
activity that does not take place in the Rust Belt. This igipalarly true in the later period of the
sample, when the Rust Belt’s share of activity had fallerstattially. For the auto industry, we
address this concern (at least in part) by computing theafatgowth of automobiles produced
per worker for the Big Three auto makers, who had the majafittheir auto production in the
Rust Belt region, using company annual reports. We find tihat Bord and Chrysler had average
annual productivity growth rates of 1.1 percent, 1.3 pereem 1.8 percent respectively. As
these growth rates are all lower than the economy-wide geavaround 2 percent per year, they
suggest that Rust Belt automobile productivity growth wateked lower than average.

For the steel industryCollard-Wexler and De LoeckdP012 (Table 10) report TFP growth by
two broad types of producers: the vertically integratedanihost of which were in the Rust Belt,
and the minimills, most of which were in the South. They findttfor the vertically integrated
mills, TFP growth was very low from the period 1963 to 1982] anfact negative for much of the
period. From 1982 to 2002 they report very robust TFP growittie vertically integrated mills,
totaling 11 percent 1982 and 1987, and 16 percent betweehtdI®97. This supports the claim
that Rust Belt steel productivity growth was relatively lower the period before the 1980s, and
picked up only afterwards.

A second limitation of the productivity evidence of Taldles that it compares Rust Belt industries
to other industries that may have differed in “potentialdarctivity growth.” In other words, it
compares newer industries, such as computers, where steelarge scope for productivity growth,
than in more-established industries, such as steel and.ald@address this limitation, we compare
productivity growth in the U.S. steel and auto industriefot@ign steel and auto industries. The

22The company reports are all publicly available from the canigs themselves. The exact years used differ slightly
across the three companies due to data availability. TleefdaGM, Ford and Chrysler begin in 1954, 1955 and 1950,
respectively.
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idea is that comparing the key Rust Belt industries to simiidustries abroad, one can see how
the Rust Belt fared compared to other producers with sirsgape for productivity growth.

For the auto industryFuss and Wavermaf1991) compare the performance of the United States
industry to that of Japan. They calculate that between 18d@880, TFP growth in the Japanese
auto manufacturing industry averaged 4.3 percent per yedne U.S. auto industry, in contrast,
TFP growth averaged just 1.6 percéhtFor the steel industry,ieberman and Johnsd1999
(Figure 8) compute that TFP in the U.S. vertically integdateills was roughly constant from
1950 to 1980. Over the same period, TFP in the Japanese rstiestiy roughlydoubled. Thus,

in both the auto and steel industry, evidence suggeststieaRtist Belt producers experienced
productivity growth substantially below that of the foreigroducers in their same industries.

7.3. Technology Adoption

Another proxy for productivity-enhancing investment ity is the rate of adoption of key productivity-
enhancing technologies. For the U.S. steel industry beif®8®, the majority of which was in the
Rust Belt, there is a strong consensus that adoption rathe afost important technologies lagged
far behind where they could have be&d&ams and Brock1995 Adams and Dirlam1966 Lynn,
1981 Oster 1982 Tiffany, 1988 Warren 2001). The two most important new technologies of
the decades following the end of WWII were the basic oxygendae (BOF) and the continuous
casting method. Figuréshows adoption rates of continuous casting methods in thted)8tates,
Japan and several other leaders in steel production. Twggtdre worth noting from this figure.
First, the United States was a laggard, with only 15 perceit$ capacity produced using contin-
uous casting methods, compared to a high of 51 percent im,Jagd 978. Second, this was the
period where large integrated steel mills of the Rust Bethuhated production. Putting these two
observations together implies that the Rust Belt laggetid¢aind in the adoption of one important
technology over the periot.

There is also agreement that the U.S. steel industry hadeaogg@ortunities to adopt the new
technologies and chose not to do so. For exarhpie (1981 states that “the Americans appear
to have had more opportunities to adopt the BOF than the éspanhen the technology was
relatively new. The U.S. steelmakers, however, did not@kgheir opportunities as frequently as
the Japanese.” Regarding the potential for the U.S. StegddZation to adopt the BORVarren

23Norsworthy and Malmquis¢1983 find slightly lower numbers for an earlier period, but sfiid lower TFP
growth for the U.S. auto industry than for the Japanese awltasiry.

24In the 1980s and afterward, the U.S. steel industry made lemgestments in a new technology, the minimill,
which used an electric arc furnace to turn used steel predivict raw steel for re-use. Virtually all of these adoptions
were made outside of the Rust Belt region, and in the U.S.tSouparticular. Se€ollard-Wexler and De Loecker
(2012 and the references therein.
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(2001 describes the 1950s and 1960s as “a period of unique bubpgsirtunity for American
producers to get established early in the new technol&tyy.”

The view that technology adoption in the U.S. steel industag inefficiently low is in fact con-
firmed by the producers themselves. In their 1980 annualrtefie American Iron and Steel
Institute (representing the vertically integrated U.Sducers) admit that:

Inadequate capital formation in any industry produces reeggins in productiv-
ity, upward pressure on prices, sluggish job creation, aftdring economic growth.
These effects have been magnified in the steel industryetmaate capital formation ...
has prevented adequate replacement and modernizatiogethstking facilities, thus
hobbling the industry’s productivity and efficiencirfierican Iron and Steel Institute
1980.

Similar evidence can be found for the rubber and automohéleufacturing industries. In rubber
manufacturingRajan, Volpin, and Zingale®000 and French(199]) argue that U.S. tire man-
ufacturers missed out on the single most important innomatf the postwar period, which was
the radial tire, adopting only when it was too late (in the rh@B80s). The big innovator of the
radial tire was (the French firm) Michelin (in the 1950s an@d$). According td-rench(1991),
most of the U.S. rubber tire producers hadn’t adopted ra@an by the 1970s, even as Michelin
drastically increased its U.S. market share.

The sluggish rate of technology adoption by the auto ingusgems to be widely acknowledged
by industry historians and insiders, suchfmlams and Brock1999, Ingrassig201]) andVlasic
(2011). As one exampldialberstan{1986 writes

Since competition within the the [automobile manufactglimdustry was mild,
there was no incentive to innovate; to the finance peopleviation not only was
expensive but seemed unnecessary... From 1949, when thmatid transmission
was introduced, to the late seventies, the cars remainedrkaly the same. What
innovation there was came almost reluctantly (p. 244).

To summarize the results of this section, investment andymtivity growth seemed to be lower
among Rust Belt industries than other U.S. industries, amei than they could have been given

25As just one examplednkl and Somme(1996 report an engineer at the U.S. Steel Company visited thérians
Linz BOF plant in 1954 and brought back a favorable reportrengrospects of the BOF. Management at U.S. Steel
vetoed this line of research and reprimanded the engineend&ing an unauthorized visit to the Austrian firm (pp
161-162.)
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available investment opportunities, particularly befime1980s. This supports the model’s predic-
tions that Rust Belt investment and productivity growtlesatvere low, and particularly so before
the 1980s when competition was at its lowest.

8. Supporting Evidence from Cross-Section of MetropolitanAreas

In this section we provide some additional evidence thapstip the role of limited competition
in the Rust Belt’'s decline. Specifically, we look beneath sheface of the regional aggregates
focused on until now, and consider the cross-section of dpelitan Statistical Areas (MSAS)
within the United States. What we show is that MSAs that hadldivest employment growth
over the period 1950 to 2000 tended to be those that paid wotke highest wage premiums in
1950. Our results in this section corroborate the earligulte ofBorjas and Rameg2000, who
document thaindustriespaying the highest wage premiums in 1959 had the lowest gmaot
growth through 1989. As many of the high-wage industrieheirtstudy (e.g. autos and steel)
were concentrated in the high-wage MSAs of our study (e.gdtetnd Pittsburgh), we conclude
that both sets of evidence are consistent with the basiéqgti@d of the model.

The data we use for this analysis is the decennial censug miata available from IPUMS. The

unit of geography is, as mentioned above, the MSA, whichesponds roughly to a city plus its

surrounding suburbs. We report MSA-level statistics foMMBAs in the country that are above
a certain size threshold (determined by the Census Buraauglly around 100,000 people. The
place of residence is excluded for confidentiality reasarsmaller MSAs or rural areas. We also
focus attention to 3-digit MSAs as defined by IPUMS, as these lthanged definition relatively

infrequently over time (unlike the 4-digit MSAS.)

We consider all workers who report being primarily wage eesnas opposed to the self-employed,
and only those employed in the private sector. The reasahdse restrictions are to limit possible
biases in our measurement of wage premiums, as well as tokespmple as standard as possible.
We note that our results carry over to alternative sampleicéens, such as only men, only full-
time workers, only household heads, and combinationsdiiere

We construct our measures of wage premiums as follows. Asaimyrstandard macroeconomic
models, we assume that under competition, the workers’ vsageld be proportional to their
human capital. Following the tradition of Mincer, we assuimat a worker's human capital is a
function their schooling and potential work experience.Wéd on these assumptions by letting a
worker's wage depend on where they live, with some regiofesiaf) a larger payment per unit of
human capital than others. In particular, we assume thdbthieourly wage of worker in region
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whereSCHOOI;,, andEXPER m, represent years of schooling and potential experieDggs a
dummy for residing in regiom, andg; i, is an error term. The coefficients and 31 through34
capture the returns to schooling and experience whilegheerms capture the “premium” that a
worker earns for living in regiom controlling for schooling and experience.

We estimateZ3) using the IPUMS micro data (from 1950), and take thgerms as our measure

of wage premiums by MSA. We emphasize that these measurégsiréhought of as suggestive
due to the crude way in which they are calculated. One linomaor example is that other poten-

tially important MSA-level characteristics are omittedrr the regression, such as cost-of-living
indices. Another limitation is that schooling and potenhégperience themselves are imperfect
proxies for human capital. Nevertheless, we argue thaetiege premium measures are still
useful in describing and understanding regional diffeesnin economic performance over the
post-war period.

Figure4 shows the wage premium in 1950 (normalized to 0) plottedeg#ine annualized growth

in employment from 1950 to 2000. Rust Belt MSAs are displapdalack, while the rest are grey.

As can be seen in the figure, there is a negative correlatiovelea the two variables, with regions
with the highest premiums in 1950 tending to have the wotsssguent employment growth. The
correlation coefficient is -0.44, and is significant at waldw the 1-percent level.

Which are the regions on either end of the spectrum? AmonyitB&s with high wage premi-
ums are South Bend, IN (SOB), Detroit, Ml (DET), Jackson, MC§), Chicago-Gary-Lake, IL
(CHI), Pittsburgh, PA (PIT), Youngstown-Warren, OH (WARhd Flint, MI (FLI). Each of these
MSAs was home in 1950 to a major manufacturing center in thenaobile or steel industrie?.
Among those with low wage premiums are Orlando, FL (ORL), thysTX (AUS), Phoenix,
AZ (PHX), Raleigh-Durham, NC (RAL) and Greensboro-Winsgalem-High Point, NC (GRB).
These MSAs have all been referred to as being part of the “Salti By Blanchard and Katz
(1992, among others).

One potential alternative theory of the wage premiums irRihst Belt is that workers there tended
to be of higher-than-average ability. This could be the caay, if talented workers in the 1950s
tended to be attracted disproportionately to the Rust Bgibns because labor markets there were
strong at the time. According to this theory, the interpietaof the above-average wages as

26See e.gVlasic (2011) or Ingrassig2011) on auto manufacturing, arkiffany (1988 or Crandall(1981) on steel.
South Bend, Detroit, Jackson and Flint were major auto predy Pittsburgh, Youngstown-Warren and Chicago-
Gary-Lake were steelmaking centers.
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premiums is erroneous, and instead the higher than averagesvearned by workers in this region
simply reflected their higher productivity.

One piece of evidence against this hypothesis is that werikeindustries common in the Rust
Belt tended to suffer some of the largest wage losses in peteans after a (plausibly) exogenous
displacement, compared to workers in other industi@aington and Zamari994 Jacobson,
Lalonde, and Sullivan1993. Carrington and Zama(iL994 find that displaced workers in the
typical industry lost about 10 percent of their pre-displaent wage when moving to a new job.
In contrast, workers in the “primary metal manufacturingdustry lost around 26 percent of their
wages, and workers in “transport equipment manufacturarg! “rubber and plastics manufac-
turing” lost around 20 percent. This evidence is more caestswith the hypothesis that these
workers were earning wage premiums than with the hypotliesishese workers were dispropor-
tionately the most productive workers.
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9. Conclusion

While the U.S. economy as a whole experienced robust ecangnonvth over the postwar period,
there was substantial variation in the economic perforrmafaegions within the country. No
region fared worse than the Rust Belt, the heavy manufaxgwone bordering the Great Lakes.
The Rust Belt’'s share of employment and value added feltidedly over this period, both overall
and within the manufacturing sector.

Our theory is that a lack of competition was behind the Rus$t$Bpoor economic performance.
We formalize our theory in a dynamic general equilibrium mldd which productivity growth is
driven by the strength of competition in labor and output kets. Non-competitive labor mar-
kets lead to a hold-up problem between workers and firms,wdigcourage firms from investing.
Non-competitive output markets reduce the firm’s incerttivievest in order to escape the compe-
tition. A plausibly calibrated version of the model prediobughly one-half of the decline found in
the data. The model also predicts that the Rust Belt laggeithéhén investment in new technolo-
gies and productivity growth. These predictions are bowneroseveral types of evidence from
prominent Rust Belt industries.
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