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eople make decisions based on information. 
Often, with hindsight, they could have made 
better choices. Economics faces a similar 
problem: Economic data, when first released, 

are often inaccurate and may subsequently be revised. In 
this article, Leonard Nakamura uses the U.S. personal 
saving rate — a statistic that has often been initially 
low, then substantially revised upward — to discuss how 
modern economic statistical techniques can improve 
forecasting.

People make decisions based on 
information. A quarterback scanning 
receivers or a corporate executive con-
cluding a merger must usually make 
decisions with inadequate information. 
With hindsight, they often could have 
made a better choice. A similar prob-
lem holds true for economics: Initial 
economic statistics are often inaccu-
rate and may be subsequently revised 
as better data become available. One 
consequence of this process of initial 
data releases that are later revised is 
that economists now realize that the 
quality of economic forecasts needs to 

be judged against the data available 
at the time. A second consequence is 
that when economists make forecasts, 
they should be aware that the statistics 
will be revised and incorporate this 
information into their forecasts.

The U.S. personal saving rate, 
which has been averaging less than 1 
percent of after-tax personal income 
for the past three years, has often been 
initially low and then substantially 
revised upward. I will take this statistic 
as an example and discuss how modern 
economic statistical techniques can 
improve forecasting, by taking into 
account the difficulties of measuring 
saving in the short run.

USING THE SAVING RATE AS A 
FORECASTING TOOL

Households often make decisions 
about how much to spend or how 

much to save based not just on their 
current income but also on their 
expectations of future income. To 
the extent that households base such 
decisions on expected future income, 
economists may draw inferences 
from that behavior and use them to 
make forecasts about households’ 
income. For example, households may 
save more when they expect their 
future income to decline, such as in 
retirement, and they may save less 
when they expect their future income 
to rise. If so, an economist might be 
able to infer that households expect to 
retire — and therefore suffer a fall in 
income — from their saving behavior. 

However, understanding the 
economic behavior in question is only 
part of the difficulty of forecasting. In 
practice, economic forecasting suffers 
from the problem that at the moment 
a forecast is made, current data on the 
economy may be imperfect. So the 
forecaster must try to estimate what 
will happen tomorrow, not knowing 
fully what is happening today. As time 
passes, the data will be improved, 
but that fact is cold comfort to the 
forecaster. In the case of data on sav-
ing, the personal saving rate is often 
not measured well initially, making 
forecasting more difficult.

Averaging across all households 
in the U.S. economy, we expect 
household saving to be positive. After 
all, positive saving supports a rising 
stock of capital that will make workers 
more productive. From 1946 to 1992, 
the personal saving rate was gener-
ally stable (Figure 1). If the personal 
saving rate has been generally stable 
over time, then whenever the personal 
saving rate is low, it should tend to rise 
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back to its average rate, and vice versa, 
a process called mean reversion. Since 
personal saving is defined as after-tax 
personal income minus personal out-
lays, a low saving rate seemingly must 
have one of two implications: Either 
consumption is expected to fall, or 
income is expected to rise. The often-
expressed view that if saving is low, 
consumers are overspending and must 
soon cut back is a tempting one. But 
as this article will show, the evidence 
strongly favors the view that if saving 
is low, it’s more likely the case that 
income is expected to rise.

The saving rate may change for 
other reasons, as well. For example, 
households save not only for retirement 
but also for a rainy day. This “precau-
tionary saving” stems from households’ 
concern that they may suffer a loss 
of income due to layoffs or ill health. 
In recent years, financial innovations 
and the moderation of the severity and 
frequency of U.S. recessions in recent 
years may have reduced households’ 
fears of the consequences of income 
loss. To the extent that changes such 
as these influence the saving rate, the 
saving rate will not accurately predict 
changes in income.

Recently, the measured U.S. 
saving rate has been very low: un-
der 1 percent of after-tax income in 
2005, 2006, and 2007. This stands in 
contrast to a saving rate of 8.5 percent 
over the 46 years from 1946 to 1992. 
Does the fact that the U.S. is experi-
encing a low saving rate imply swiftly 
rising income?  

It turns out that the current low 
level of the personal saving rate may 
well be due to mismeasurement. As 
I argued in a 2001 Business Review 
article, personal saving is hard to 
measure and may be understated, 
particularly over the past 20 years or 
so, as a result of changes in the way the 
economy behaves and is measured. In 
particular, we appear to have system-

atically undercounted U.S. investment 
in developing new products, which 
has resulted in uncounted income and 
saving. In this situation, is it possible 
to still use the saving rate to make 
forecasts?  

In our working paper, Tom Stark 
and I point out that, in the past, initial 
reports of low saving rates have repeat-
edly been revised upward. That is, 
there is a historical tendency to initial-
ly undermeasure the personal saving 
rate. One reason may be that income 
is harder to count, and thus easier to 
underestimate, than is spending, but 
over time we solve the underestima-
tion problem. So the current situation, 
in which we are likely undercounting 
income and saving, is similar to past 
episodes. 

If the personal saving rate is typi-
cally understated when first reported, a 
low level of personal saving may not be 
very useful for forecasting. Neverthe-
less, this article will present evidence 

that changes in the saving rate can 
be used for forecasting movements in 
income.1 

First, we need to go back in time 
to recover the pattern of past reports 
of income, consumption, and saving, 
before and after revision. In doing so, 
we must remember that many initial 
economic reports rely on data based on 
surveys that are incomplete and that 
may contain errors, and the surveys 
may only imperfectly capture the 
economic activity they are supposed to 
target. Over time, more complete data 
become available as does additional 
information that helps place each sur-
vey in context, making possible a more 
accurate view of economic activity. 
As a consequence, economic reports 
may be revised and may become more 
accurate. As we shall see, the data on 

1 Here, and elsewhere in the article, income 
means real income, that is, income adjusted for 
inflation.

FIGURE 1
(Reasonably) Stable Personal Saving Rate,
1946 to 1992
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personal saving are particularly vulner-
able to changing relationships between 
initial data and economic activity 
as a whole. Yet recognizing that the 
data on saving are imperfect does not 
exempt us from doing our best to see 
what information we can extract from 
the imperfect series.

The inaccuracy of initial econom-
ic reports matters because forecasters, 
and the decision-makers who rely on 
their forecasts, do not have the luxury 
of waiting for more accurate measures. 
They must use the reports available 
to make their decisions. Economists 
cannot avoid being concerned about 
saving and consumption because 
consumption constitutes a large 
proportion of demand for output: 
Personal consumption expenditures 
have averaged about two-thirds of 
gross domestic product (GDP) over the 
last quarter century. To use these data 
as well as we can, we turn to economic 
theory, on the one hand, and empirical 
analysis on the other.

CONSUMPTION THEORY
AND FORECASTING

The modern theory of consump-
tion dates back to the 1950s and the 
work of Milton Friedman. Friedman 
showed, in the work for which he 
received the Nobel Prize in 1976, that 
when our income falls temporarily, we 
— consumers — are unlikely to reduce 
our consumption as much as income 
falls. This argument is called the per-
manent income hypothesis. 

The fundamental argument is that 
we generally prefer not to consume 
a lot one year and a little the next; 
we prefer more equal consumption 
over the two years. Economists say 
that consumers prefer a smooth path 
of consumption rather than one that 
bounces up and down. In particular, 
suppose we know that in one year we 
will have a lot of income and in the 
following year much less. The prefer-

ence for smooth consumption means 
that we will consume about the same 
each year. So we will save much of our 
income the first year in order to spend 
it in the next.2 

John Campbell, building on so-
phisticated theories of Friedman’s per-
manent income hypothesis developed 
by Robert Hall and Marjorie Flavin, 

has argued that if personal saving fell 
for consumers as a whole, this would 
likely forecast an expected increase in 
income.  

The underlying logic can be seen 
as follows. Suppose consumers raise 
their consumption while their income 
remains the same, so their saving falls. 
Saving can return to normal in one of 
two ways. Consumers could be intend-
ing to reduce their consumption in 
the future. But that would involve an 
uneven, rather than a smooth, path for 
consumption. More likely, consumers 
have raised their consumption because 
they expect their incomes to rise in the 
future.

The Greek fable of the Ant and 
the Grasshopper, in which a grasshop-
per who sings all summer starves in the 
winter, while an ant who saves during 
the summer is well provided for, serves 
as a reminder of the possibility that not 
all households may do a good job of 
forecasting. Thinking about household 
behavior raises an important empirical 

question: How much forethought does 
the average consumer have? If a large 
number of households are like the 
grasshopper, an alternative view of the 
historically low personal saving rate 
that the U.S. (and other countries) 
currently suffers from is that we must 
inevitably experience a decline in con-
sumption and a recession (Figure 2).

For example, the minutes to the 
September 2004 meeting of the U.S. 
Federal Open Market Committee 
state, “Members perceived several 
possible sources of downside risk to 
household spending.  In particular, 
households might hold back on spend-
ing in an attempt to increase their 
saving, which had fallen to a very low 
level relative to income.”  In this view, 
this “downside risk” to spending could 
trigger a slowdown in economic growth 
and possibly a recession.

Thus, there are two conflicting 
notions about how a low saving rate 
can return to normal. One, the “grass-
hopper theory,” says that consumers 
will simply consume less and save 
more. The other, the permanent in-
come hypothesis, says that income will 
rise while consumption remains stable.

The permanent income theory 
actually says something more. It says 
that if consumption will be kept the 
same when income goes up, consum-
ers should expect their future incomes 
to rise and all of the rise in income to 
go into saving. So forecasts of income 
and saving should tend to mirror one 
another. To achieve this goal, the 
forecasting equation for saving must be 

2 A fuller discussion of consumption and the 
permanent income hypothesis can be found in 
Satyajit Chatterjee’s forthcoming article.

The permanent income theory says that if 
consumption will be kept the same when 
income goes up, consumers should expect 
their future incomes to rise and all of the rise in 
income to go into saving. 
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quite similar to the forecasting equa-
tion for income. If this tight relation-
ship between the forecasts holds, the 
two forecasts together should perform 
better than either separately.3

Campbell found evidence for the 
idea that a low saving rate does imply 
future growth in income but not for 
the stronger claim that income growth 
is exactly related to the size of the 
drop in the saving rate. However, such 
exact tests of hypotheses typically fail 
because hypotheses are necessarily 
overly simple in their formulation. A 

statistical rejection can occur because 
the simple hypothesis is only approxi-
mately true, and the data are suffi-
ciently precise to reject the approxima-
tion.  In fact, Campbell was testing the 
notion that all consumers are ants, and 
none are grasshoppers.  And that was 
rejected.

Peter Ireland has pointed out 
that if Campbell’s theory is true, the 
personal saving rate should be useful 
in forecasting income, in particular, 
labor income. He argued that fore-
casting ability was a good test of an 
economic theory; indeed, it shows that 
the economic theory can be useful in a 
very practical way. That is, the theory 
says that saving should help us improve 
our forecasts of income. Because this 
is true, according to Ireland’s argu-
ment, the economic significance of the 
hypothesis is validated, even though 
statistics may have rejected its nar-

row implications. For example, when 
Galileo tested whether two objects of 
different weight fell at the same speed, 
he ignored the effect of air resistance. 
His test, in fact, rejected the hypoth-
esis that the two fell at exactly the 
same speed. But his test did show that 
the prediction that they would fall at 
the same speed was much more ac-
curate than the prediction that they 
would fall at a speed proportional 
to their weight.  Similarly, although 
Campbell’s estimation showed that 
forecasted saving did not move with 
income exactly as the permanent 
income hypothesis predicts, Ireland’s 
results, as we shall see, showed that 
when saving and income were as-
sumed to follow the permanent income 
hypothesis, the forecast was better 
than if that assumption had not been 
made.  To put it another way, Ireland 
showed that most consumers were ants 
rather than grasshoppers, and so, on 
balance, for practical purposes, there 
are enough ants that the grasshoppers 
don’t matter.

Before we get to Ireland’s evi-
dence, however, we shall first discuss 
the measurement of saving.

SAVING: INITIAL MEASURE-
MENT AND REVISION 

In a previous Business Review ar-
ticle, I argued that the personal saving 
rate may be mismeasured. The main 
evidence is that if U.S. personal saving 
is unusually low, U.S. wealth should be 
falling. However, the opposite has been 
true. It is useful to be more precise 
about how the personal saving rate is 
measured in the U.S.  

The personal saving rate is 
personal saving as a percentage of 
disposable (after-tax) personal income. 
Personal saving, in turn, is dispos-
able personal income minus personal 
outlays. Disposable personal income 
includes some easily measured items, 
such as social insurance contributions 

FIGURE 2
Twenty Years of Profligacy?
Measured U.S. Personal Saving Rate*
As Reported in 2008 Q1

3 The relationship between the two forecasts is 
achieved technically through what are called 
cross-equation restrictions. In this example, a 
low saving rate forecasts a higher rate of income 
growth.  The low saving rate also forecasts an 
increase in the saving rate of about the same 
amount.  So the coefficient on the low saving 
rate should be approximately the same for the 
two.  For details, see the Appendix, and my 
working paper with Tom Stark.
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5 When government pensions were mainly 
federal pensions, they were treated this way 
because the federal government did not set 
aside income at the time the pension obligations 
were incurred.  However, now most government 
pensions are state and local government 
pensions, and these governments generally set 
aside pension funds when their employees earn 
the pensions.

and benefits. Other parts of labor 
income, such as other (that is, non-
Social Security) benefits and trans-
fers, are subject to measurement and 
conceptual problems. (For example, is 
a pension considered income when it is 
earned or when it is paid to a worker?) 
Wages and proprietors’ income are 
subject to underreporting in govern-
ment records as a result of tax evasion. 
Rental income and proprietors’ income 
are net income measures that require 
estimates of depreciation and other 
expenses that are hard to measure 
well. Capital gains on equity (other 
than from qualified equity stock op-
tions) and real estate are not included 
in personal income.

Under the current method of 
measuring income, we may not be 
capturing all of the sources of house-
hold income, and this may result in 
the appearance of low saving. In that 
case, if, in the future, we figure out a 
better way to measure income, we will 
revise our current estimates of saving 
upward.4 

How are data revised? Data on 
a given quarter’s economic activ-
ity are first published in an advance 
estimate, late in the first month of the 
next quarter. The revised estimate is 
published in the second month of a 
quarter, followed a month later by a 
final estimate.  These data are then 
generally left unchanged until the fol-
lowing summer, when the latest three 
years of national account data are 
revised. Initial estimates thus undergo 
three summer revisions. Thereafter, 
the estimates are changed only in 
benchmark revisions, which now occur 
every four years. Benchmark revisions 
provide an opportunity for the Bureau 

of Economic Analysis (BEA) to make 
discretionary choices in defining the 
items it considers to be part of personal 
income.  For example, government 
pension income is now considered 
income when it is earned, rather than 
when it is paid out.5 In addition, more 
complete data from economic censuses 
are included at this time. Most of the 
revisions to the saving rate that turn 
initially low rates into higher ones oc-
cur during benchmark revisions.

Real-Time Data Collected by the 
Philadelphia Fed. Researchers Dean 
Croushore and Tom Stark pioneered 
the collection of data sets in vintages 

that capture the data as they were 
available on a particular date. These 
data can be used to show how revi-
sions change our view of economic 
processes.  (The real-time data used 
here as well as a number of other 
statistical series can be downloaded 
at the following address: http://www.
philadelphiafed.org/research-and-data/
real-time-center/real-time-data/.)

These data show that adjustments 
to the measurement of personal saving 
have occurred repeatedly in the past. 
For example, the average saving rate 
from 1980 to 1985 was initially report-
ed as 6.5 percent and is now reported 
as 10.4 percent, the highest saving rate 
in our current data series. The advance 
estimates of the personal saving rate 
from the third quarter of 1965 to the 
second quarter of 1999 averaged 5.3 
percent. But after revisions, as reported 
in September 2007, the personal saving 
rate over the same period averaged 8.1 
percent. Figure 3 shows the advance 

FIGURE 3

Before and After: Measured Personal Saving 
Rate as First Published and as of 2007 Q4

4 In particular, it’s possible that we will eventu-
ally adjust our treatment of capital gains, which 
have become an important contributor to the 
increase in household wealth.
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estimates of the personal saving rate as 
they were reported when first pub-
lished, and the latest vintage data, as 
we would have seen them last year. 
For example, in the fourth quarter 
of 1985, when the advance report for 
the personal saving rate in the third 
quarter of 1985 became available, it 
was reported as 2.9 percent. (See the 
table in Understanding and Using Real-
Time Data.) But if we go to the BEA’s 
website today, we will find that we now 
believe that the personal saving rate 
in the third quarter of 1985 was 7.9 
percent.  

What is the problem in measuring 
saving? It turns out that complete data 
on income are hard to measure. As the 
economy evolves, new types of income 
come about. Initially, the new income 
may not be reported or may not be 
considered income. Over time, as new 
sources of data become available and 
as old data come to be viewed in a new 
light, more income is reported.

These changes in income are 
usually recorded in the benchmark 
revisions. In our working paper, Tom 
Stark and I show that almost all of the 
upward revisions to the personal sav-
ing rate occur in benchmark revisions.

Which data should we use for our 
tests of the permanent income hypoth-
esis?  Peter Ireland and Tom Stark and 
I simulated forecast exercises.  Ireland’s 
test focused on how consumers actu-
ally behave, to test whether the under-
lying consumer behavior was primarily 
driven by households that conform to 
the permanent income hypothesis.  To 
do this test, we want to use the data 
that best reflect the underlying behav-
ior, that is, the most accurate available 
data.  And those are the latest revised 
data, in the most recent vintage.  

Forecasting well is not necessarily 
the same as understanding consumer 
behavior.  For understanding consumer 
behavior, how poor our latest statistics 
are is irrelevant — what we care about 

is the underlying behavior revealed by 
the best statistics, which may be avail-
able only in historical data that have 
been revised. Ireland used the right 
data from the perspective of under-
standing consumer behavior — the 
best and latest available statistics — 
but those data are not the best guide 
for understanding how to forecast with 
the data the forecaster actually has 
available.

If we want to test how useful the 
saving rate is to an economic forecast-
er, we should use real-time data, which 
will repeatedly put us into the situation 
of the forecaster: using data that have 
not yet been revised.

FORECASTING WITH 
MISMEASURED PERSONAL 
SAVING 

One way economists analyze 
statistical relationships in economic 
data is to perform an in-sample data 
analysis called a regression analysis. In 
our case, we want to examine whether 
in periods when saving is low, income 
rises faster than usual in later periods.  
This statistical relationship can then 
be used to forecast the behavior of the 
consumer.  

Peter Ireland’s insight was to argue 
that even if not all consumers behave 
according to the permanent income 
hypothesis, if most of them do so, it 
may be better to assume than not as-
sume the hypothesis that saving and 
income will rise together and that as-
sumption will produce better forecasts.

The method Ireland used for his 
test is called recursive out-of-sample 
testing.  This method basically asks 
over and over (recursively) whether 
the relationship in past data success-
fully forecasts the next piece of data. 
This analysis is out-of-sample because 
the next piece of data is never in the 
sample. 

To use a specific example, we 
take a base period, say, from the first 
quarter of 1959 to the fourth quarter 
of 1970, and do a regression analysis. 
We then use this regression analysis 
to forecast the next quarter’s income 
— the first quarter of 1971. We then 
compare this to the actual income for 
the first quarter of 1971 and measure 
the error in this forecast. We then add 
the first quarter of 1971 to our data, 
lengthening our data one period, and 
undertake a new regression based on 
data from the first quarter of 1959 to 
the first quarter of 1971. We then fore-
cast the new next period: we forecast 
income in the second quarter of 1971 
and again measure the error in this 
forecast.

Continuing to the present, we can 
accumulate a long series of forecasts, 
the actual data, and the forecast 
errors.6 We square the errors, sum 
them up, and divide by the number of 
forecasts to obtain the mean square er-
ror of the forecasts. We then take the 
square root to obtain the root mean 
square error, a number conceptually 
similar to the standard deviation. 
The smaller the root mean square 
error, the more accurate the average 
forecast. When we make forecasts of 
income using past income and saving, 
we will compare the root mean square 
error with the root mean square error 
when only past income is used in the 

Forecasting well 
is not necessarily 
the same as 
understanding 
consumer behavior.

6 The forecast error is the difference between 
the actual value and the predicted (forecast) 
value of a time series. 
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Understanding and Using Real-Time Data

O
rdinarily, data used in economic analysis 
are what real-time data users call the 
latest available vintage. It reflects the 
data that were published by the statistical 
agency (in the case of the U.S. personal 
saving rate, the Bureau of Economic 

Analysis, or BEA) at the time the economic analysis was 
performed. As we have stressed, these data may look very 
different from those that were available to a forecaster at 
some earlier time.

The table on page 16 contains selected portions of a 
real-time data matrix. Each column in the full matrix rep-
resents a “vintage.” Each vintage contains the data from 
the first quarter of 1947 to the quarter before the vintage 
date, as it was published at the vintage date.

A forecaster in the fourth quarter of 1985 would have 
had available the data in column 2 of the table presented 
here and would have thought that the personal saving 
rate in the third quarter of 1985 was 2.9 percent. A fore-
cast of real income in the fourth quarter of 1985 would 
have been based on this estimate.

 In the next quarter, the BEA published a benchmark 
revision, and the personal saving rate for the third quarter 
of 1985 then appeared to be 3.7 percent. This is shown 
in column 3. Because this is a benchmark revision, the 
entire history of the personal saving rate has been revised. 
Note that even the data from 1947 have been revised. 
This would presumably have caused a forecaster using the 
personal saving rate in forecasting to redo the regres-
sion analysis on which the forecast was based. Again, in 
the third quarter of 1986, a summer revision changed 
the data for the past three years, and the estimate of the 
personal saving rate for the third quarter of 1985 was 
reported to be higher yet, 4.2 percent (column 5).

The data that Peter Ireland used in his paper were 
those published by the BEA in the fourth quarter of 1994 
(column 6). In Ireland’s work, the estimate of personal 
saving for the third quarter of 1985 was 5.4 percent. For 
all of his forecasts, Ireland would have used column 6 
data. In our real-time forecast analyses, presented here, 
we use a different column of data for each forecast. Thus, 
we would assume that the forecaster in the fourth quarter 
of 1985 would use the data in column 1 to estimate the 
forecast equation and to make the forecast.  In the first 
quarter of 1986, the forecaster would use the data in 
column 2. By contrast, Ireland’s forecaster in the fourth 
quarter of 1985 uses the data in column 6, up to the row 
that says third quarter of 1985, to make a forecast.  

Remarkably, the data change further in the lat-
est vintage used in our study, the third quarter of 2005, 
which shows a personal saving rate of 7.9 percent in 
the third quarter of 1985  (that’s the number still being 
reported as of the first quarter of 2008).

An interesting contrast is to look at changes in the 
personal saving rate, which changes much less across 
vintages compared with the level. In both the real-time 
vintage of the fourth quarter of 1985 (column 2), and in 
the “latest” vintage of the third quarter of 2005 (column 
7), we observe that the personal saving rate in the third 
quarter of 1985 is low relative to its neighbors in the 
quarter before and the quarter after. In our working paper, 
Tom Stark and I present additional evidence that changes 
in the personal saving rate are more stable over time than 
the level, which is an important reason why changes in 
the saving rate have better predictive power than the level 
of the saving rate.

forecast. If saving does help to forecast 
income, it will lower the root mean 
square error.

Peter Ireland used this “recursive 
regression” method to forecast income 
using the personal saving rate.7 Using 
data from 1959 to 1994, he showed 
that the personal saving rate was a 
good forecaster of income from 1970 
to 1994. 

To create a benchmark for his 
forecasts, he began by using past values 
of income growth to forecast future in-
come growth. There is good evidence 
that — in part because economies 
tend to go through booms and busts — 
when income growth is high, it tends 
to remain high, and when income 
growth is low, it tends to remain low, 
a pattern called persistence. Ireland 

made recursive out-of-sample forecasts 
of income growth using past values 

7 When the regressions are formed by 
continually enlarging the data set, so that, as 
in the example, we always begin from 1959, the 
regressions are called recursive. An alternative 
technique is “rolling regressions,” where, as we 
add more recent data, we drop off the oldest 
data, so that the period under consideration is 
always the same length.



16   Q4  2008 Business Review  www.philadelphiafed.org

Understanding and Using Real-Time Data...(continued)

TABLE

Example of Real-Time Data Personal Saving Rates in Six Vintages, 
Selected Observations

1 2 3 4 5 6 7

Vintage
85:Q4

Vintage
86:Q1

Vintage
86:Q2

Vintage
86:Q3

Vintage
94:Q4

Vintage
05:Q3

Date

1947:Q1 5.0% 4.9% 4.9% 4.9% 4.8% 6.1%

1947:Q2 1.4% 1.3% 1.3% 1.3% 1.2% 2.6%

1976:Q1 7.7% 8.2% 8.2% 8.2% 7.9% 9.6%

1976:Q2 7.3% 8.0% 8.0% 8.0% 7.7% 9.6%

1976:Q3 6.7% 7.6% 7.6% 7.6% 7.3% 9.5%

1976:Q4 5.9% 6.9% 6.9% 6.9% 6.6% 8.9%

1984:Q1 6.1% 7.0% 7.0% 6.9% 8.1% 10.3%

1984:Q2 5.7% 6.1% 6.1% 6.0% 7.8% 10.6%

1984:Q3 6.3% 6.7% 6.7% 6.4% 8.4% 11.3%

1984:Q4 6.2% 6.0% 6.0% 6.0% 7.9% 11.0%

1985:Q1 4.5% 4.8% 4.8% 5.2% 6.7% 9.4%

1985:Q2 5.1% 5.9% 5.9% 6.5% 7.8% 10.2%

1985:Q3 2.9% 3.7% 3.7% 4.2% 5.4% 7.9%

1985:Q4 #N/A 4.1% 4.0% 4.4% 6.0% 8.6%

1986:Q1 #N/A #N/A 4.3% 5.0% 6.5% 8.9%

1986:Q2 #N/A #N/A #N/A 5.2% 7.2% 8.9%

Benchmark
Revision

Summer
Revision

Ireland
Data

Nakamura-
Stark Latest 

Available 
Vintage

�� ��
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of income growth and then measured 
the forecast error. He repeated this 
over the period from 1970 to 1994 and 
calculated the root mean square error.   

He then made similar forecasts of 
future income growth using past values 
of income growth and adding past 
values of saving. He found that the 
root mean square error was lower than 
when only past values of income were 
used. Moreover, he found that the 
forecast error was even lower when he 
accounted for the restrictions imposed 
by the permanent income hypothesis: 
that predicted savings and income 
have parallel movements. He took this 
to be good evidence that the perma-
nent income hypothesis is true.

However, Ireland used the data as 
they were available in 1994. This is not 
really a true test of personal saving’s 
usefulness in  forecasting because we 
know that the personal saving rate 
as it was available in 1994 differed 
substantially from what it looked like 
in, say, 1980. So Ireland, making his 
forecasts in 1994, used an estimate of 
the personal saving rate for the third 
quarter of 1985, for example, that was 
5.4 percent, while the forecaster in 
the fourth quarter of 1985 would have 
thought it was 2.9 percent (and, as we 
now know, it was later revised to 7.9 
percent).

FORECASTING WITH
REAL-TIME DATA  

Using real-time data from the 
Philadelphia Fed’s data set, we can 
make real-time forecasts that use 
the data as they were available to an 
economist on a series of dates. (To 
see how these data are organized, see 
Understanding and Using Real-Time 
Data.  Further information can be 
found in the 2000 article by Croushore 
and Stark.) Real-time data enable us 
to ask: Given that personal saving 
has historically been dramatically 
mismeasured, would it be a useful 

forecasting tool? 
Forecasting Income with Saving, 

with Latest Available Data, and in 
Real Time. With data that have been 
revised over many years, the relation-
ship between the level of saving and 
future income growth is just as the 
permanent income hypothesis shows, 
as Peter Ireland also showed.  

However, if we try to do the same 
exercise in real time, the level of the 
saving rate is not predictive. I will 
show that, in particular, from 1981 

to 2005, the level of the saving rate 
does not improve forecasts of income 
growth. All is not lost, however, 
because I will show that changes in the 
saving rate can be used in real time to 
forecast income growth.  

Forecasting in Real Time. Let’s 
look at the forecasts using real-time 
data, shown in the first row of the 
table on page 18. If we look at the 
period before 1982 (the first quarter 
of 1971 to the fourth quarter of 1981), 
before the saving rate started trending 
downward, even in real time there is 
value to these forecasts, although the 
improvement shrinks to 3.7 percent. 
There is even a small improvement 
from imposing the restrictions of the 
permanent income hypothesis.  

But when we look at the data after 
1981, the level of the saving rate is 
much less helpful in forecasting. Look-
ing at row 2, from the first quarter of 
1982 to the second quarter of 2005, we 
see that when the level of the saving 
rate has been falling, it has been much 

less useful in forecasting. In real time 
during this period, the level of the 
saving rate worsens forecasts, with or 
without the restrictions. As we see in 
row 2, the forecasts are 4 percent worse 
using the level of the saving rate and 1 
percent worse adding the restrictions.

An Alternative: Forecasting 
with the Change in the Saving Rate. 
Thus far, I have focused on the level of 
the saving rate as a measure of future 
income expectations because the 
underlying theory and the data suggest 

that the level of the saving rate should 
generally be stable. Therefore, when 
the saving rate is below average, we 
expect it to rise toward the average. A 
below-average level of the saving rate, 
according to the permanent income 
hypothesis, implies that income is 
expected to rise, causing saving to 
rise. But, as we have seen, the most 
recent level is typically too low and 
likely to be revised higher. Thus, the 
level might be misleading. Perhaps we 
should try the change in the saving 
rate.  Even if the level is low because of 
mismeasurement, a downward change 
might be telling us that income is 
expected to increase.

It is true that in the absence of 
substantial measurement error, the 
change in the saving rate is unlikely 
to be as informative as the level of the 
saving rate. If we look at the latest 
revised data, in the heavily revised pe-
riod from 1971 to 1981, we see that the 
level of the saving rate reduces the root 
mean square error 12 percent. When 

Using real-time data from the Philadelphia 
Fed’s data set, we can make real-time 
forecasts that use the data as they were 
available to an economist on a series of dates.
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we add the restrictions of the perma-
nent income hypothesis, we reduce 
the root mean square error 16 per-
cent. With the latest revised data, the 
change in the saving rate does not do 
as well in this period, reducing the root 
mean square error 10 to 12 percent, 
depending on whether we impose the 
restrictions of the permanent income 
hypothesis.

Thus, with good revised data, 
the change in the saving rate is not 
as informative about future changes 
in income as is the level of the saving 
rate. The theory points us to the right 
form for the data.  

But as noted before, this does not 
tell us about the situation a forecaster 
faces. If we look at that same period 
but make forecasts using real-time 
data, we see that the level of the 
saving rate reduces the root mean 
square error only 3.7 percent, and the 

permanent income hypothesis restric-
tions add only a small improvement, 
reducing the root mean square error 
4.6 percent. We make better forecasts 
with the change in the saving rate, 
which produces a 5 percent improve-
ment without the restrictions of the 
permanent income hypothesis and 5.6 
percent with them.  

If we look at the more recent 
period, from 1982 to 2005, the level of 
the saving rate performs quite poorly 
in forecasting. In real time in this 
period, the level of the saving rate 
worsens forecasts with or without the 
permanent income hypothesis restric-
tions, as we have seen. By contrast, 
the change in the saving rate performs 
well, reducing the root mean square er-
ror 5.7 percent without the permanent 
income hypothesis restrictions and 6.5 
percent with it.

Thus, using changes in the saving 

rate in real time, a forecaster could 
have made a better forecast of future 
income than using only past data on 
income. This is true whether or not 
the permanent income hypothesis re-
strictions are imposed. By contrast, the 
level of the saving rate, despite attrac-
tive theoretical properties and despite 
the fact that the level of the saving 
rate does well with the latest revised 
data overall, would not have been a 
good choice in a forecasting equation 
over the past 20 years.

Why might the change in the 
saving rate be better in real time than 
the level of the saving rate? It turns 
out that the change in the saving rate 
is subject to smaller revisions than the 
level of the saving rate. Technically, 
this is because revisions tend to have 
a cumulative impact on the levels. 
Consequently, the changes are more 
reliable than are the levels.

TABLE

Forecasting Real Disposable Income Growth with Real-Time Data:
Ratios of Forecast Errors, Forecasts with Saving Relative to Forecasts
with Only Past Income Growth*

(1)
Level of Saving

(2)
Permanent Income 
Hypothesis 
Restrictions on Level 
of Saving

(3)
Change in Saving

(4)
Permanent Income 
Hypothesis 
Restrictions on 
Change in Saving

1971:Q1 – 1981:Q4

1. Real time 0.963 0.954 0.950 0.944

1982:Q1 – 2005:Q2

2. Real time 1.040 1.010 0.943 0.935

* Lags chosen using the Akaike information criterion.
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TECHNICAL APPENDIX

Permanent Income Hypothesis Restrictions

Campbell’s version of the permanent income hypothesis that we are testing is a two-equation system that predicts 
changes in income and the level of the saving rate. The system relates these to past values of income and the level of the 
saving rate.
 Formally, the system is

        
where       is real labor income per capita at time t, 

    
 is real saving per capita, and Δ is the first-difference operator.  The 

terms                  are polynomials in the lag operator, given by, for example,             , p is the lag 
length, and the 

    
are forecast error terms. 

Whenever the expected permanent increase in real labor income occurs, the saving rate is expected to rise 
at the same time.  The permanent income hypothesis says that these two expected increases are closely related; 
econometrically, this relationship is called a cross-equation restriction because it relates coefficients across the two 
equations. The intuition behind these cross-equation restrictions is that a current decrease in saving must imply a future 
predictable permanent increase in real labor income and a future predictable saving increase. The 2p restrictions on the 
coefficients of the lag operators are 

 

where r represents a constant real interest rate. See Peter Ireland’s article for a more detailed description.

CONCLUSION
I have made three points in this 

article. First, I argued that when the 
saving rate falls, it is more likely to be 
evidence that households expect faster 
real income growth in the future, 
rather than evidence that they are 
spending too much and will have to 
cut back on consumption.

Second, I showed that the per-
sonal saving rate has typically been 
substantially revised and usually up-

ward. The Philadelphia Fed’s real-time 
data set gives us the data we need to 
show this. Since a low personal saving 
rate can occur because of mismeasure-
ment and may well be revised upward, 
in practice, the level of the personal 
saving rate does not help us forecast 
real income growth.

Finally, I showed that, guided by 
this insight, forecasters can use the 
change in the saving rate rather than 
the level as a forecasting tool. Al-

though this technique does not work 
as well as having better data would, 
it does enable economists to improve 
their forecasts.  

So I have shown that real-time 
data can be quite useful for improving 
forecasting when revisions are large. By 
using real-time data, economists can 
sometimes figure out how current data 
can be valuably employed, even when 
poorly measured. BR  
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