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Estimating Nonlinear Economic Models Using Surrogate Transitions

Abstract
We propose a novel combination of algorithms for jointly estimating parameters and unobserv-
able states in a nonlinear state space system. We exploit an approximation to the marginal likelihood
to guide a Particle Marginal Metropolis-Hastings algorithm. While this algorithm seemingly targets
reduced dimension marginal distributions, it draws from a joint distribution of much higher dimen-
sion. The algorithm is demonstrated on a stochastic volatility model and a Real Business Cycle

model with robust preferences.



1 Introduction

Before writing down the probability density function associated with an economic model, one needs
to solve the functional equations that define an equilibrium. Typically, these functions are unavail-
able in closed form. If the solution is unavailable, so to is its associated likelihood function and
one is left with an unfortunate dilemma. Solving a model using a linear or log-linear approxima-
tion, some higher order perturbation method, Chebyshev polynomials, or value function iteration
will ultimately induce a different probability distribution over the same sequence. In this paper
we propose combining such solution methods to aid in estimating the structural parameters of an
economic model.

After the solution method is chosen, economic models have a state space representation. Esti-
mating both parameters and unobservable states in nonlinear state space models is an active area
of research. Omne technique recently proposed is Particle Markov Chain Monte Carlo (PMCMC)
by |Andrieu, Doucet, and Holenstein! (2010). PMCMC involves embedding a particle filter within a
Metropolis-Hastings algorithm to draw from the joint posterior distribution of parameters, 6, and
unobservable states Xq.p given the data Y;.p. One algorithm in this class, the Particle Marginal
Metropolis-Hastings algorithm (PMMH), uses a particle filter to approximate the marginal like-
lihood p(Y7.7|0) while drawing from the joint distribution of parameters and states. The main
drawback of this algorithm is that the evaluation of the marginal likelihood using a particle filter
is computationally intensive. In this paper, we approximate the marginal likelihood and use it to
guide our PMMH algorithm. The approximate (surrogate) marginal likelihood guides the PMMH
algorithm by pre-screening proposed parameter configurations. Only once the proposed set of pa-
rameters are accepted in this first step, do we attempt to evaluate the likelihood using a particle
filter. While only computing marginal distributions, we show that this algorithm, like PMMH,
targets a distribution of much higher dimension.

While focused on the estimation of nonlinear economic structures, the use of a surrogate marginal
likelihood can be applied in a wide array of nonlinear state space systems. As such, we first demon-

strate the algorithm on a stochastic volatility model. We then turn our attention to estimating



nonlinear Dynamic Stochastic General Equilibrium (DSGE) models, although doing so still falls
under the broad category of creating surrogate marginal likelihoods. We fix the model of interest
as one being solved with a third order perturbation solution. First, keeping fixed a nonlinear so-
lution method, we use a marginal likelihood function computed using an Unscented Kalman filter
as our surrogate marginal likelihood. Second, we linearly approximate a model then use a Kalman
filter to evaluate the marginal likelihood. While only exploring these two types of approximations,
the methodology proposed is flexible enough to handle many combination of approximate solution
methods and surrogate likelihoods[T]

When estimating DSGE models, one typically uses perturbation to solve for the policy and
value functions, although our method could in practice be used with any solution method. If a
linear solution is obtained, a Kalman filter can be used to evaluate the likelihood. Combining this
technique with an optimization routine or embedding it within a Metropolis-Hastings algorithm has
yielded much new insight into the US and other economies. See Sargent| (1989) or more recently
Smets and Wouters| (2003), |Christiano, Eichenbaum, and Evans (2005), [Del Negro, Schortheide,
Smets, and Wouters| (2007)) and [Justiniano and Primiceri| (2008)).

Sometimes one needs a nonlinear solution method to answer particular questions of interest,
as in Fernandez-Villaverde and Rubio-Ramirez| (2007), Fernandez-Villaverde, Guerrén-Quintana,
Rubio-Ramirez, and Uribe (2009), [Koijen, Fernandez-Villaverde, Rubio-Ramirez, and van Binsber-
gen| (2008)) and Bidder and Smith| (2010b)). These models were solved using higher order perturbation
methods which deliver quick and fairly accurate solutions. As a by-product, this solution method
also delivers a linearized version of the model which until now has not been exploited as a compu-
tational aid when trying to estimate the full nonlinear model. As explored by |Fernandez-Villaverde
and Rubio-Ramirez (2005), nonlinear solutions give more accurate estimates of the underlying struc-
tural parameters, but the authors did not explore combining the two approximations within one
algorithm. When a linearly approximated model differs substantially from the nonlinear model of
interest, an Extended or Unscented Kalman filter can be used to evaluate the surrogate marginal

likelihood.

!For example, a surrogate likelihood computed using a lower tolerance level for convergence of value function
iteration, or, finite elements with less elements than the model of interest.



Combining Extended or Unscented Kalman filters, and even the Surrogate Transition method,
with particle filters has been done before, for example, Liu and Chen| (1998), Doucet, Godsill,
and Andrieu (2000) van der Merwe, de Freitas, Doucet, and Wan (2000), and |Andreasen| (2010)).
However, they have typically been used in the importance sampling step of particle filters and not
as an over-arching approximation to the entire marginal likelihood. Further, given one has already
programmed an Extended or Unscented Kalman filter, it requires only marginal additional effort to
add it as a surrogate guide in the PMCMC routine.

The idea of embedding a particle filter within a Metropolis-Hastings algorithm comes from
Fernandez-Villaverde and Rubio-Ramirez| (2007) in the context of estimating DSGE models. More
recently, |/Andrieu, Doucet, and Holenstein (2010)) prove convergence of such an algorithm and show
that it targets a distribution of much higher dimension. They show that for any number of particles
N > 1, the algorithm has the correct limiting distribution. The number of particles will affect the
variance of the estimated marginal likelihood function and the speed of convergence to the invariant
distribution. There are no special restrictions placed on the proposal distribution, 6’ ~ ¢(,-) above
the usual needed for convergence of an standard Metropolis-Hastings routine where one can exactly
compute the marginal likelihood function.

The use of a surrogate when the target density is computationally demanding was suggested
by [Liu (2001)E| who demonstrates that the transition kernel associated with surrogate transitions
satisfies detailed balance with the target densityﬂ Later, |Christen and Fox| (2005) suggest using
a state dependent approximation to the true posterior distribution to estimate parameters in a
Bayesian Contextﬁ Rasmussen| (2003) approximates the posterior distribution with a normal dis-
tribution and uses that as a surrogate to guide a Hamiltonian Monte Carlo algorithm. Extending
this idea, [Fielding, Nott, and Liong (2011) embed an approximate density within a parallel tem-
pering scheme for posterior distributions that are multimodal. While the above “surrogate” papers
share a commonality with this paper, using an approximation but asymptotically drawing from the

correct distribution, the algorithm presented in this paper differs by approximating (and comput-

2Chapter 9.4.3
3See also [Efendiev, Hou, and Luo| (2006).
4Cui, Fox, and O’Sullivan (2011) add an adaptive proposal distribution to this two-step algorithm.



ing) a marginal distribution but drawing from a much more complicated joint distribution as in

|Andrieu, Doucet, and Holenstein (2010)). Alternatively, one could forgo the expensive computa-

tion altogether by approximating the target distribution and carrying out analysis using only this
approximationEl While we focus on creating a surrogate marginal likelihood through the use of a

Kalman or Unscented Kalman filter, one could use many methods to approximate p(Y1.7|6).

Our algorithm can be viewed as a special case of Andrieu, Doucet, and Holenstein| (2010), with

the insight that the transition kernel in the surrogate step can be used as a proposal density within
a PMCMC framework. Alternatively, we show how to incorporate auxiliary variables within a

surrogate transition framework, but only compute marginal distributions. Our description of the

surrogate steps follows that of (2001)), |Christen and Fox| (2005), and Efendiev, Hou, and Luo|

(2006).

2 A Tour of Monte Carlo Algorithms for Bayesian Computation

In a Bayesian estimation context, Monte Carlo methods are used to draw from a posterior distri-

bution of parameters given the data. Using draws from this posterior distribution, one can then

compute various quantities of interest. See Robert and Casella; (2004) for a thorough treatment of

this subject. In some simple cases, one can compute and draw exactly from the posterior distribu-
tion. In many cases, this simple sampling is impossible and usually either an importance sampling
or a Metropolis-Hastings algorithm is usedEl

2.1 Importance Sampling

Suppose one wishes to calculate the following integral,

B n(X)) = [ ho)p(a)da,

5See for example, |Meyer, Fournier, and Bergl (]2003[) ,|Bliznyuk, Ruppert, Shoemaker, Regis, Wild, and Mugunthanl
(2008), [Skaug and Yu! (2008)), and [Frangos, Marzouk, Willcox, and van loeman Waanders| (2010).
"See |[Metropolis, Rosenbluth, Rosenbluth, Teller, and Teller| (1953) and [Hastings (]1970[).




If one could draw X from the distribution p(-) with density p(x), X ~ p(-), one could estimate the

integral as,

In cases when p(-) is hard to sample from, but there exists another distribution with density g(x)

which is easy to sample from, one could compute

by drawing L times from g¢(-) then computing

|

Ly P(2)
Ep[h(z)] = W;h(w( ))g(x(m))'

When a natural candidate g(-) does not exist one can build an importance distribution sequentially.

2.2 Metropolis-Hastings Algorithm

The Metropolis-Hastings algorithm seeks to reverse engineer a Markov chain whose invariant dis-
tribution is the distribution from which you want to sample from, p(-). The algorithm requires
a density, p(x) which one can compute up to a normalizing constant, and a proposal distribution
q(z,-) with density ¢(z,y), such that, given one is at some point (™) = z. one proposes a move

y ~ q(z,-) and sets (™) =y with probability

and z(m+1)

= x with probability (1 — a(z,y)). Under some regularity conditions, this algorithm
produces a Markov chain whose invariant distribution is p(-). The transition kernel of the Markov
chain is

K(x,dy) = K(z,y)dy + (1 — A(x))d(dy),



where A(z) = [ K(z,y)dy is the probability of accepting a draw, conditional on being at x, d,(+) is

the point mass at x, K(z,y) = a(z,y)q(x,y),z # y and K(z,z) = 0['

2.2.1 Two Common Examples

There are many choices of proposal densities ¢(x,y). One common choice of proposal density is a
random walk, where ¢(z, ) = N(x,X). We then have q(z,y) = ¢q(y, z) and the acceptance probability

becomes

alz,y) :min{l,p(y)}.

p(x)
When a good approximation to the distribution of interest is known, and is easy to sample from,
one can set ¢(z,-) = ¢(-), and propose new configurations from a fixed distribution. This algorithm

is called an Independent Metropolis-Hastings algorithm, and the acceptance probability is

2.3 The Surrogate Transition Method

Suppose that our target density, p(z) is time consuming to calculate but that we have access to an
approximation of p(x), call it p(x). Then the following algorithm, the Surrogate Transition Method
(Liu (2001))), simulates draws from p(-).

Starting at some point z(m) = x, we propose y ~ ¢(z,-) and set some intermediate point z = y

to with probability

o (z,y) = min{l ?W(y’f”)}’

" p(x)q(x,y)
and z = z with probability (1 — «a;(x,y)). Denote the transition kernel of this Markov chain as

S(JC, )H

"See [Tierney] (1994) for more details.
8Since we are performing a Metropolis-Hastings update targeting p(-) with proposal distribution ¢(z, -), the tran-
sition kernel S(z,-) has the same form as in the previous section with p and ¢ replaced by p and 4.




If z = y after this accept/reject step, we set z(m+1)

e ) e 25}

= y with probability

If y is rejected at the first stage or second stage, we set (™t = z.
This algorithm produces Markov chain that has p(-) as its invariant distribution. |Liu (2001)
shows how to extend this idea to k intermediate steps. Let S(z,-) be a reversible Markov transition

kernel with p(z). That is, S(z,y) and p(x) satisfy the detailed balance condition,

p(x)S(z,y) = p(y)S(y, v).

Starting at some (™, let yo = (™), and sequentially draw y; ~ S(y;_1,-) k times. Let S*(z,-)

denote this k-step transition kernel. Set z("*+1) = y; with probability

ind 1 p(yr) Sk (yx, 2™) —ind 1 p(yr) plal™)
" () Sk(z(m), yy) "p(zm)) p(yk)

and set (M) = (M) otherwise. The surrogate transition method can be viewed as a special case of

the Metropolis-Hastings algorithm where we use the surrogate Markov chain to generate proposals,

Q($7 ) = Sk(CE, )'Iﬂ

2.4 Filtering and Inference in State Space Models

A state space model is made up of an unobservable sequence {X;}]_;, that evolves according to
Xt ~ p(+|X¢—1). Although we do not directly observe the sequence X;, we do observe a sequence
{Y;}L_, which is related to the unobservable sequence as Y;|X; ~ p(-|X¢). It may be the case that
the densities depend on a vector of parameters, f that are also unknown, but, conditional on these
parameters, we have expressions for p(X;|X;_1,6), and p(Y;|X¢,0). In this joint estimation/signal
extraction problem, we do not observe Xi.r, nor §. We want to draw from the joint posterior

distribution of states and parameters, with density p(6, X1.7|Y1.7). We can write the state space

9Some authors explicitly define the Metropolis-Hastings algorithm with q(z,-) being a Markov chain, for example,
Roberts and Rosenthal| (2004)).



model as a transition equation

Xt == g(Xt—la €ty 9)7

and an observation equation

}/t - f(Xtvl/tae)v

where ¢, ~ p(-,0), and v, ~ p(-,0). In the special case where the functions ¢g() and f() are linear
in (X4, €,14) and ¢ and v, are normally distributed, the Kalman filter gives the optimal estimate
of the posterior mean and variance of p(dX¢|Y1.t,0). When g() and f() are no longer linear or the
disturbances are non-normal, approximations must be made.

A particle filter is a Sequential Monte Carlo technique that can approximate this solution, for
a given 6, by drawing from a sequence of target densities, {p(Xi.|Y1.:,6) thl . It is comprised of
an initial distribution of Xy ~ p(-,0) (and the ability to draw from that distribution), as well as

two steps: importance sampling and resampling. The algorithm is as follows: Given a set of draws

(X8, N~ p(dX1.4-1|Y1:4-1,0) with weights {W} |}V,

o draw X} ~ q(-|X}_1,Y2)

(Y| X} 0)p(Xi|X{_,.0)
q(X3|Xt_1,Y1,0)

e compute weight W} = Wi,

e resample X!, = (X}, 1, X}) with probability o« W} and set Wi = 1/N

This algorithm produces a set of points {X{,}/_; that are distributed approximately according
to p(dXy.4|Y1.,0) for each time period. When we use as our importance function q(Xy|X;—1,Y:,0) =
p(X¢| X¢—1,0) we have the Bootstrap filter (Gordon, Salmond, and Smith| (1993)) and the weights are
just proportional to the likelihood W} o p(Y;| X}). Because of the complex set of nested integrals in
the marginal likelihood, p(Y1.7|0) = H?zl p(Y:|Y1.4-1,0), one cannot compute this quantity exactly.
This quantity can be estimated using a particle filter. When X}, ~ p(dX1.|Y1+), then by adding

X1 = 9(X}, e41) to X}, to get X{,,,, we have a draw X}, ~ p(dX1441[Y1:,6), and the



marginal likelihood can be estimated by

pYVirl0) =TI, p(YilYi4-1,0)
= TIZ, [ p(YilXs, 0)p(Xi|Yis1,0)d X,
= IIL (32X p(vi X0 0).

To perform inference in this nonlinear state space model, we can use the Particle Marginal Metropolis-
Hastings algorithm of |Andrieu, Doucet, and Holenstein| (2010]), which embeds a particle filter to

evaluate (an approximation to) the marginal likelihood within a Metropolis-Hastings algorithm.

2.4.1 Particle Markov Chain Monte Carlo - the Particle Marginal Metropolis Hastings

(PMMH) Algorithm
Given some (™ X 1(”%)
e Draw ¢ ~ q(6™,.)

e Use a particle filter to evaluate p(Yy.7|0), call it p(Y7.7(0)

Draw X{., from particles in particle filter

Set 9m+1) — ¢/, X+ — X1 with probability

N / / 1 p(m)
min 1. p(Y1.7|0")p(0")q(0', 01)
P(Y1.7|00)p(6(m))q(6(m), 6")

As shown by |Andrieu, Doucet, and Holenstein| (2010), this algorithm produces draws (0, X1.7) ~
p(-|Y1.7) and the marginal distribution of 6 is obtained when the X;.7 draws are discarded. The key
insight is to view the algorithm as drawing from the joint distribution of parameters 6 and a vector

of random variables, u, that are used to evaluate the particle ﬁlterET] That is, write the estimate of

10See [Beaumont| (2003) and [Andrieu and Roberts| (2009) for earlier related work. Our characterization of |Andrieu,
Doucet, and Holenstein| (2010) follows that of |Flury and Shephard| (2008) and [Silva, Giordani, Kohn, and Pitt| (2009)



the marginal likelihood evaluated using the particle filter as p(Y1.7|0) = p(Y1,7|0, w) with,
[ oo, wpulb)u = p(Yrlo).

Then write the proposal density ¢({6,u}, {6, u'}) as,

Q({Hv u}7 {‘9/7 ul}) = Q(ev 9,)p(ul\9/)~

The acceptance probability is,

a({0,u}, {0, v'}) = min{1,2Cuur)edtu '}{9u}>}

» p(@ulYr.r)a({0,u) (0" u'})
(0" ' |[Y1.7)q(0",0)p (u|9)}

» p(OuVrr) (0,0 (1)
p(Y1.1|0, ’)p 0’,u’)q(0",0)p(u|0)

{t
n {1
= min {1, Kl alel s G et |
{t
{t

Il
=}

0\ L S8 wlp(ul0)p(8) (6.0 p(u167)

p(Y1 7160w )p(6")q(6’,6) }
7 p(Y1.7|0,u)p(0)q(0,0")

_ P(Yir]0)p(0)a(6.6)
= mm{1, SV O 0)a(007) }

p(Yi.7|0, /)p |9’)p(9/)q(9/,9)p(UI9)}

= min

Thus, this Particle Marginal Metropolis Hastings algorithm is actually a Metropolis-Hastings algo-

rithm on an extended space (6, u).

3 PMMH with Surrogate Transitions

In this section, we suggest a specific proposal density for our parameters, namely one in which uses

a simple to compute likelihood function, p(Y3.7|0) to perform a surrogate transition step within the

PMMH algorithm. Our algorithm is as follows: Given some 6™, %n%)

e sample 0’ ~ ¢(6(™) ")

e set z = ' with probability,

| 5(0'[Yir)g(0',0)
0 07y — min 4 1, 24 ;
Oél( ) ) min { ’ﬁ(@(m)‘le)Q(e(m)a 9/)

10



o If 2 £ 00,

— run a particle filter
— sample X/, from the particles in the particle filter

— set (D), XMy — (¢, X7 ) with probability

ar (0, 0) = min {1, 2P

0™ |Y1.7)p(0'|Y1.1)
Y1.7160")p(0") (Y. |6™)p(6(™) }
Y1.7|00™)p(00™)p(Y1.70")p(6")

= =

= min{l,zf
P

e Else set (90, X D) = (gom) x (™))

Even though the above was motivated as a surrogate step only in the # dimension, it is actually a
surrogate transition (which is a particular Metropolis-Hastings update) in the larger space (6, u).
The appendix formally sets up and proves this result, but below we sketch the main ideas.

Define the surrogate target density as p(6, u|Y1.7) o< p(Y1.7|6, u)p(u|0)p(0), where p(Y1.7|0, ) is
an approximation to the likelihood function, p(u|@) is the density of the vector of random variables
in u that are used to evaluate the particle filter given our vector of structural parameters 6, and p(6)
is some alternate density of our parameters #, not necessarily equal to the prior. We will create an
approximate likelihood function does not depend on the vector w, or that p(Y1.7|0,u) = p(Y1.7]6).
Further, we assume that the support of the surrogate target density contains the support of the

target density,

supp {p(0,ulY1.1)} C supp {p(0, u|Y1.7)}.

This guarantees that we do not automatically reject any point in the support of p(, u|Y7.7).

The proposal density for the surrogate transition step is,

q({ea u}> {9/7 u/}) = Q(ea 9')?(“’\9/)~

11



The acceptance probability in the surrogate chain

ﬁ(elvul‘YltT)q({elvu/}v{efu})

becomes,

ar({0,u}, {0, ') min {1,

p(0ulY1.r)q({0,u},{0",u'})

j

: FYLrl0 ) )p(/[6")5(0)a(£6' '} £6,u})
mm{l’ SO 00 p (@O p @) (0.0} 10 T)

)

P

min {1’ Y70 ) )p('10))5(0")q(0",0)p(u|0)

ﬁ(Yl:T \9/7“/)17(9/)4(9/’9)

}

(Y1:7|0,u)p(ul0)p(0)q(0,6")p(u’|0")

min{l, =
P

1. PXr|01)p(6")a (6’ .0)

}

(Y1:7[60,u)p(6)q(6,6")

min {

 p(Y1:7[0)p(0)q(6,6")

b

By having our target and proposal density including p(u|f), and our approximation of the marginal

likelihood a deterministic function of €, we can accept or reject the pair (0, u) without reference to

u.

The transition kernel of the Markov Chain constructed using this Metropolis-Hastings update

with p(0,u|Y7.7) as a target density and proposal distribution ¢({6,u},-) is,

S({Ha u}a )= O‘({97 u}7 )(j({@,

u}7 ) + (1 - A(@, U))50,u()

By construction, our kernel satisfies detailed balance with p(6, u|Y1.7), that is,

ﬁ(ev U‘YliT)S({G’ u}’ {9,7 u,})
P(Yrr|0,w)p(ul0)p(0)S ({0, u}, {6, u'})

or alternately,

p(Y1.710,u)p(u]0)p(0)
p(Y1.7|0",u")p(u'[07)p(0")

If we define as a proposal distribution,

Q({eﬂ u}v ) =5

12

S, u'}, {6, u})p(0 v |Y1.7)
S({9/7 u/}v {0? U})ﬁ(Y1:T|9'7 U')p(ulwl)ﬁ(@'),

S{O" '} {6,u})
S{0u}A0"u'})"

({97 u}7 ')7



we have an acceptance probability for 6’ # 6 of,

(0}, (900 = min {1, 5 4

1 p(el’u/‘YI:T)S({GI’UI}’{&“})}
’ p(07u|YIZT)S({gru}v{elzu/})

_ : p(Y : |9/,u,)p(u/|9/)p(9,)S({e’,u/},{e,u})
= min {1, B o |

s PV 0 p (WO p(O)P(V 1210 a7 p (e 05
1 p(YLTw/,u')p(e')ﬁ(Ym|9,u)ﬁ<6)}
DV 0P (Y1 107 B ()
[ B(Yar|9)(8)(Yer]9)i(6)
= mm{Lﬁwﬁﬁm@mm}@mww}

1 p(leT|9/:ul)p(u/|0/)p(‘9/)i’(Y1:T|9»U)P(“|9)ﬁ(0)}

If we have rejected (6’,v’) in the surrogate phase, that is, 8/ = 6, we do not need to re-run the
particle filter. When 6’ # 6 at the end of the surrogate phase, we then need to evaluate the particle
filter and compute what the associated v’ is. That is, we can delay computation of u' until we

evaluate the particle filter.

4 Discussion

4.1 Balancing Statistical and Computational Efficiency

Dynamic samplers, such as the Metropolis-Hastings algorithm, generate correlated draws that are

approximately distributed according to the target distribution. Thus the estimate of

has a variance

var(h) = var,(h(X))

13



where 7 is the integrated autocorrelation time defined as

o0
T:1+22pj.
j=1

Here, p; is the correlation between h(X;) and h(Xt,j)E The goal of designing good dynamic
samplers is to design Markov chains with low 7. The closer 7 is to unity, the closer the variance of
the Monte Carlo estimate of the quantity h is to one using independent draws from p(-). However,
it is only fair to use 7 to compare two algorithms if they take the same time to compute the same
number of draws. Thus a natural extension is to look at the seconds per effectively independent
sample. Let 7" be the running time in seconds to produce a chain of length L. The seconds per

effectively independent draw of a chain of length L is computed as,

Tt

s/Eff = I

The speedup from using algorithm 2 relative to a base algorithm, 1, is then the ratio of the seconds

per effectively independent draw of each algorithm,

T try

iy

Speedup =

We can see two forces playing a role in the computed speedup. By foregoing filter evaluations on
points which have a very small probability of acceptance, we can decrease the running time of our
algorithm. By sampling multiple times from our surrogate density, or designing better samplers in
the surrogate step, we can potentially decrease 1o relative to 7. If we consider the running time of

a PMMH algorithm of length LB

it ~ (seconds to evaluate particle filter) * L,

11 our experiments, we estimate 7 by the following, 7 = 1 + 2 2]2.1010(1 — ﬁ)ﬁj‘

12This assumes that the time to draw from and compute q(x,y) is negligible.

14



whereas for the PMMH with surrogate transitions, with K surrogate steps,

T4 ~ (seconds to evaluate surrogate likelihood) * K * L

+ (seconds to evaluate particle filter) % (average probability of move from surrogate) * L

For DSGE models that requires one to both solve for the various policy functions and evaluate the

likelihood, the running times become,
it & (seconds to solve full model + seconds to evaluate particle filter) * L,
and,

744 ~ (seconds to solve surrogate model + seconds to evaluate surrogate likelihood) * K * L
+ (seconds to solve full model + seconds to evaluate particle filter)

* (average probability of move from surrogate) x L

From this decomposition of running times, we can see where the surrogate method might see ad-
vantages relative to the Metropolis-Hastings algorithm, as well as how one might be able to design
surrogates to decrease the running times. Analysis of the ratio of integrated autocorrelation times is
less clear. Following the insights contained in |Cui, Fox, and O’Sullivan| (2011)), consider moving from
a point z to y obtained from a 1 step surrogate move. Because our algorithm uses two accept/reject

tests, it will accept less often than if we were able to directly sample from our surrogate model,

ar(z,y)o(z,y) < ax(z,y).

15



Further we have that,

— min p(y)a(y, z) min p(y)p(x
(o) = win {1, ZE0 S i {1, 2
: p(Y)qly, =)
= min {1’ p(x)q(x,y) }

= OZMH(337 y)

Thus multiple acceptance steps, while required to maintain detailed balance, decreases the accep-
tance probability relative to sampling directly from p(-) as well as a Metropolis-Hastings algorithm
with target p(-) and proposal distribution ¢(x,-). When a;(x,y) and as(x,y) both agree on the
same move from x to y in the sense of ai(x,y) = as(x,y) = 1 or, ay(z,y) < 1,a2(x,y) < 1, we
have a1 (z,y)as(x,y) = ayp(z,y). From this we can see that the closer our surrogate p(-) is to
our model of interest, p(-), the closer the 1 step surrogate algorithm mimics a Metropolis Hastings
algorithm with the proposal distribution ¢(z,-) and target p(-). By avoiding expensive likelihood
evaluations, an accurate surrogate should be able to produce draws faster than such a Metropolis
algorithm with minimal loss from higher integrated autocorrelation times by requiring multiple ac-
ceptance steps. Inefficiencies arise when proposed moves from x to y, are rejected in the first step,
but certainly accepted in the second, a;(z,y) < 1 and as(z,y) = 1. In words, if y was proposed
sampling directly from p(-), we would move to y, but since we are not drawing directly from p(-), we
may reject this move before having an opportunity to test it with as(z,y). If we focus on symmetric
surrogate proposal densities, ¢(z,y) = ¢(y,z), this happens when moving from z to y is costly in
terms of p(-) but favored (strongly) according to p(-). When ai(z,y) = 1, but as(z,y) < 1, that
is, our surrogate phase accepts the move with certainty, but the second step rejects the point with
some probability, we have, a1 (x,y)as(z,y) = as(z,y), and we accept the move with the same prob-
ability as if we were sampling from p(-). We expect that the surrogate method will have a larger
integrated autocorrelation time when only one update is used and speedup (if any) will likely come
from a lower computational time. When multiple surrogate steps are performed with a surrogate
which closely matches our target, we would expect lower correlation in our Markov chain and similar

computational time.
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4.2 Tuning

There are many aspects of this algorithm that one can choose, such as the choice of the surrogate
model, choice of proposal density within the surrogate phase and number of steps. Rather than
searching for an optimal surrogate proposal, we will strive to learn in what circumstances can using
the method improve performance over a random walk sampler.

We have seen that conditional on reaching the second stage, the acceptance probability matches
that of an Independent Metropolis-Hastings algorithm. A necessary and sufficient condition the
Independent Metropolis-Hastings algorithm to sample approximately from p(6,u|Y7.7) is that the
support of proposal distribution contains that of the target distributionH That is, p(0, u|Y1.7) >
0 — p(@,ulY1.r) > 0, which we have assumed for our surrogate transitions sampler. However,
the rate of convergence of the IMH algorithm depends on the tails of the two densities through

the ratio zg;; We use this insight to alleviate potential problems in the tails our our surrogate

distribution, we can scale our surrogate log density by a temperature term, T. That is, we can use

pT (0|Y1.1) o ]5(9|Y1;T)% as our surrogate Increasing the temperature increases the chance that
the algorithm accepts moves which would normally have been rejected, thus over sampling the tails
relative to sampling from p(é, u|Y7.7). Following the discussion in the previous section, this should
decrease the cases when a4 (z,y) < 1, and as(z,y) = 1, but the proposal was rejected using o (x, ).

Although motivated as an improvement for estimating parameters in a Bayesian context through
a simpler to compute likelihood, the surrogate target density has another degree of freedom, its
priors. While our forthcoming examples will use p(f) = p(#), one can choose a surrogate prior
density p(0) that differs from p(#). This might be useful when the surrogate likelihood is nearly flat,
or differs substantially from the target likelihood in some dimension.

The number of intermediate steps in the surrogate transition phase will have two effects. First,
increasing the number of intermediate steps will increase the probability when we actually run the

expensive particle filter. Second, more intermediate steps decreases the dependence of that draw

from the current state. If the approximations to the true marginal likelihood are accurate, one can

13See [Robert and Casellal (2004) for a discussion of the IMH algorithm and convergence properties.

YExplicitly taking into account the random variables u, the surrogate would be pT (0,u|Yir) o
~ N
(B(Y1.7(0)p(0)) T p(ul0).
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expect to accept the proposal value with probability one as the acceptance criteria is,

. p(Y1.7]0") p(Yr.7|00™) _ : ~
min {1, BVL118) p(s |0 } = min{l,~ 1}.

However, in cases where p(Y7.7|0) is crude and perhaps tempered, the acceptance probability will
not be close to one.

In the examples that follow, we use a random walk proposal distribution in the surrogate phase.
Following the results of the optimal tuning literature (Roberts and Rosenthal (2001)), we choose
q(6,-) = N(0,%) where ¥/ = %E, with ¥ an estimate of the true covariance of the resulting
posterior distribution and d is the dimension of #. In situations where the surrogate likelihood
differs from the likelihood of interest and substantial differences in computational time exist, it
is not clear what sort of acceptance probability one should strive for in the surrogate phase. As
we will keep the proposal distribution the same, even as we temper the surrogate density, the
probability of accepting a draw in the surrogate phase will increase as the temperature rises. Since
we are choosing the surrogate likelihoods that are fast to compute, one could design more elaborate
samplers in the surrogate transition step as opposed to a simple random walk, allowing for example,
tempered or HMC transitions as in Rasmussen| (2003 and [Fielding, Nott, and Liong (2011)). Lastly,
computational resources will determine the effectiveness of using a surrogate as a guide. Each chain
was run on a single core of a Xeon X5670 processor, 2.93GHz with 12MB CacheE Faster processors
that decreases running times of the particle filter relative to the surrogate model decreases the value

of forgoing filter evaluationsE

5Previous drafts of this paper included results from Xeon E5345 and E5410 (2.33GHz) processors performed while
a graduate student at NYU.
16We omit sampling and storing the unobservable series X.7.
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5 Examples

5.1 A stochastic volatility model
Consider the stochastic volatility model,

ptXy

v, = T2y

Xy = pXi1+Te

Here, {Yt};f:l is a sequence of observables, say asset returns or log consumption growth, and {Xt};f:l
is an unobservable component that dictates the current period’s volatility. The goal is to estimate
the sequence of unobservables X;.1r as well as the vector of parameters 6 = (u, p, 7). The likelihood
function for this stochastic volatility model is unavailable in closed form. We form the surrogate
model by first squaring and taking logarithms of the observation equation to get the following state

space system,
log(Y?) = p+X¢+log(vf)

X = pXi_1+ Te

While linear, the term log(v?) no longer is normally distributed, but has mean approximately —1.27
and variance 4.93. Here we replace log(v?) with a normally distributed term o, ~ N(—1.27,4.93).

Also, for notational sake, let Y; = log(Y;?) and form the linear Gaussian state space system:

Vi=p+ X; + 0
Xe=pXi1+ 7€

Note that one could potentially maximize the likelihood and estimate 6 using (say) a Laplace
approximation to evaluate the likelihood following [Meyer, Fournier, and Berg| (2003). Instead, we
use this as an surrogate marginal likelihood. To see the surrogate transition method in action, we
simulate the model for 1000 time periods at parameter values u =1, p = 0.9, 7 = 0.5. We use 5000
particles in the evaluation of the particle filter, and run our algorithm to generate 100000 draws.
We run our surrogate transitions algorithms for various levels of the temperature, T', from 1 to

4, and number of intermediate steps, K, from 1 to 6. The constant across algorithms covariance
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matrix of the random walk chain was computed as the covariance matrix of an initial Random Walk

Metropolis-Hastings chain[]

5.1.1 Results

We first examine the results from our standard Random Walk Metropolis-Hastings chain. We
compute the acceptance rate of the chain, the number of seconds it took to run the 100000 draws,
as well as the integrated autocorrelation time, and finally the number of seconds per effectively

independent sample from the chain.
[INSERT TABLE [I| ABOUT HERE]

As we see in table[I] the acceptance rate for our Random Walk Metropolis chain is close to the oft
cited optimal 0.234. As discussed in Roberts and Rosenthall (2001)), an acceptance rate of about
25% maximizes the efficiency of the Markov chain for certain target distributions. However, for
acceptance rates between 15 — 40% the chain is still upwards of 80% efﬁcientE

We take the draws from the posterior distribution and calculate the integrated autocorrelation
time for mean estimate of the parameters. The numbers range from 10.8 — 12.6, meaning that the
variance of the estimate is 10.8 — 12.6 times larger than if we had independent draws from the
posterior. Alternatively, the variance of the estimate is about the same as if we only had a little
under 10000 independent draws from the posterior distribution. Combining these results with the
running time, we compute the time per effectively independent sample. As we see, the numbers

range from 2.5 — 3 seconds for each variable.
[INSERT TABLE 2l ABOUT HERE]

As we see in table [2] for our surrogate transition chain, the acceptance rate varies from a low of
0.2 to a high of 0.4, depending on the temperature (7") and number of intermediate steps (K) used.

The lower acceptance rates come from combinations of temperature/intermediate steps (7', K) that

'"While we refer to this as Random Walk Metropolis-Hastings, or just RWMH, we could alternatively call it the
PMMH with a random walk proposal density.

18 Also note that the 0.234 number is an asymptotic result for a large parameter space for certain target distributions.
In one dimension, the actual optimal acceptance rate is closer to 50%.
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are either both high or both low. This is most likely due to differences in the surrogate and true

posterior distribution.
[INSERT TABLE |3l ABOUT HERE]

Our surrogate chain runs anywhere from a little more then twice as fast when (7, K) = (1,1), to
slightly longer for T" and K both high. The decrease in running time is due to the avoidance of the
relatively more expensive particle filter evaluation. When 7" and K are both low, the probability of
rejecting the intermediate point it quite high and we avoid the expensive evaluation. With K and
T higher, we most likely move far away from the starting point and almost certainly evaluate the
particle filter.

The overall effect of the surrogate method depends on the integrated autocorrelation time, or
how correlated the draws from our posterior distribution are. As we see, for low K we actually have
a larger integrated autocorrelation time than the Metropolis chain. This drops substantially as K
is increased to 5 and 6. For low K, any speedup with then be achieved through speedup of the
running time rather than a speedup from a lower variance of the resulting estimate. For high K the

opposite is true and the speedup will be due to lower integrated autocorrelation time.
[INSERT TABLE 4| ABOUT HERE]
[INSERT TABLE [5| ABOUT HERE]
[INSERT TABLE [f| ABOUT HERE]

To compare the surrogate transitions chain to the Random Walk Metropolis-Hastings chain, we
compute the seconds per effectively independent draw of each of the algorithms. We then take the
ratio of this time of the PMMH and divide it by that of PMMH with Surrogate Transitions to get the
speedup (or slowdown) of the new algorithm. For example, the number 2 would state that surrogate
transitions produces effectively independent samples twice as fast as the RWMH algorithm, or that
our new algorithm is 100% more efficient.

As we can see, for this very simplistic model where the computation of the likelihood via particle

filtering is quick and not many particles are needed to get an accurate approximation, we still see
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speedups. Rather than searching for an optimal (T, K') combination, we observe that the numbers,
while having a large range (1.11 — 3.10), are all bigger than 1, and on average are quite substantial,

about 1.7 averaging over the parameters and (7', K') combinations.

5.2 An Asset Pricing RBC Model with Robust Preferences

Here we estimate a simple real business cycle model with an agent who fears his model is misspecified.
In Koijen, Fernandez-Villaverde, Rubio-Ramirez, and van Binsbergen| (2008)), the authors estimate
a slightly richer model with Epstein and Zin| (1989) preferences using both macro and yield curve
data. The authors do maximum likelihood estimation but suggest that one could use a Random
Walk Metropolis-Hastings algorithm to estimate parameters in a Bayesian setting. We demonstrate
the benefits of PMMH with Surrogate Transitions over a random walk algorithm on a similar model
using simulated data.

Agent’s utility satisfy the risk sensitive recursion,

Up = (1= B)(log(C)) +

T fylog (E[e(l_V)U”l]) .

Here, C; is consumption of the agent at time t, [ is the discount factor, and v is a parameter
governing either risk aversion (Tallarini (2000)), or aversion to model uncertainty (Hansen and
Sargent| (2007)), Barillas, Hansen, and Sargent| (2009)), |Bidder and Smith| (2010a) and Bidder and
Smith| (2010b)).

Aggregate feasibility is

Ci+ Xy = e?Kp,

where X; is investment in capital and K; is current level of capital in the economy. Capital accu-

mulates as

Kipn = (1= 0K + (1- 5 (£5)) Xi.
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where S() is an investment adjustment cost function specified as

& 2
Xt _ K D, ORI
5 () =5 (¥ —ee)

Finally, technology, Z; evolves as a random walk with drift

Zy = ¢+ Zi1+Te.

These preferences can be interpreted as a special case of [Epstein and Zin| (1989) preferences where
the intertemporal elasticity of substitution is set equal to 1. As demonstrated by [Koijen, Ferndndez-
Villaverde, Rubio-Ramirez, and van Binsbergen (2008)), it is impossible to estimate - through lin-
earization or log-linearization. Terms involving ~ show up in the second order solution as part of
the constant risk-adjustment, as well as in the third and higher orders as part of the time varying
adjustment for risk. We explore two choices of surrogate marginal likelihoods. The first surrogate
marginal likelihood is constructed using a Square Root Unscented Kalman filter (van der Merwe and
Wan| (2001))), keeping fixed the nonlinear solution. A second surrogate is constructed from linearizing
the equilibrium conditions and using a Kalman filter to compute the marginal likelihoodm

The planner chooses an allocation (Ci, Xy, K;11) to maximize utility subject to aggregate feasi-
bility and capital accumulation. Let V; denote the optimal value of the problem. The solution of

the planners problem yields the first order conditions.

1=-7Vq —
0 = —m+ 5% (@A K + g (1 - 6))
(1-7)V; X X 2
0 = —acr s (s’ (%2) (%))
X X X
e (8 (35) +5' (2%) (#5))
_ (1-8)
0 = —>\t + e

Where A, and u; are Lagrange multipliers on the resource and capital accumulation constraints

respectively. If we let ¢, = ‘;—:, and some algebra yields:

1911 this second surrogate, the parameter v is unidentified in the likelihood.
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. e(1=MVip1 z
0 = —q+ ’BCt+1 B[ Ver1] (a R t+1 "t G (1 — 5))
(1= Vi1 X X 2
0 = -1 —I—BCt_H B[] <qt+15’/( t+1> ( )t(:l) )

+a (S (25) +5 (£5) (7))

Now define the return on capital, R} "1 as:

(ae? 1 K25 + qia (1= 0))
qt

k
Rt+1 -

And a risk free return RZ , which satisfies:

1=R/E |8

Cit1 Ey[e(t=7)Ver1]

Ct 6(1*’7)‘4+1 ]

Combining with our definitions of the value function, resource constraint, capital evolution, and

first order conditions, we get the following set of equilibrium conditions.

1 = [5@“ E u(lwv‘)/tVtL]Rf}

1 = [5@“ z, u(lv?;tvxl]Rtﬂ}

L= e (s (56) (%))
+q (1 -5 (Xt 1> s (Xt 1) (ﬁn

RE, - (antHK?;;tJrth(l 8)

Vi = (1= Alog(Ch) + 15 log (Effel=Vir])

C; = Kfe%t — X,

Kiyp = (1-0)K + (1 -5 (%)) X

7 = o+ 211+ 7€
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Since technology is growing over time, we need to redefine some of our variables. Define:

Xo=
el—a
o - %
el—a
% K
el—a
%4‘1 = Viq1— 1?04
Then the equilibrium conditions become:
— é’t e(l—ﬁ)VtJrl f
1 = B [ﬁét+1ellfoZt+1 Et[e(l—”WtH]Rt]
— C’t (1 V)VtJrl k
! - /BCH—lel a1 Byl Ver1] L
— Ct (1 '7)Vt+1
1 = Et[BCtHel A% E[e<1 DVer]
(%4—15/ ( t+1€1 aAZt+1> (X;(tle AZtH)Q)]
_1 Az AZ
o (1= 8 (o) = 57 (i) (e
Rk _ (QEAZt+1k?71+qt(l—6))
t o q—1
Vi = (1-PB)log(C) + 547 + t2log (Et[ (1 w)VtHD
ét = ng_mAZt _ Xt
% % 3 % 1 ~
K1 = (1-0)Ke a2 4 (1 s (}%emﬂt)) X,
t—
AZ; = o+T7e

Let x be the perturbation parameter, and let var denote the deviations of var; from its deterministic
steady state, var; = vary —varss. Here it is assumed that x = 1, and xss = 0. We will let lowercase
letters denote log of the variables, ie ¢; = log(C’t). The state is the vector §; = (l;:t, Tt—1,Gr—1, €6, X)5

The 3rd order approximation of variable var € {V, ¢;, x4, ki41, Tf , 7{ } are as follows,

var(5;) ~ varss+ ., var; ss8t + > Zj %vamj,sséés{ +>, Zj > %varijhsséiégéi.
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The log-linearized version only include terms up to the first order, that is

var(8;) = varss + Y., var; ssst.

We use as the observable series log investment growth, log consumption growth, log return on capital
and log of the risk free rate, Y; = (Alog(Xy), Alog(Cy),log(RF), log(R{)) and so we link them to our

model by the following,

Alog(Xy) = @ — a1+ (0 + 7€) + o1v1y
Alog(Cy) = ¢ — o1+ T (4 Ter) + oavay
log(RF) = log(RE) +rF + o3vsy
log(R{) = log(RL) + 7{ + o4y

where vy = (V14,24 V34, 1/4,t)’ is a vector of normally distributed measurement error shocks, vy ~

N(0,I) and o1, ...,04 are loadings on the measurement errors. That is, our measurement equation,

Y = f(St, ).

The unobservable states in our state space system, will now be denoted S; instead of the more
common X; as written in the previous sections due to an unfortunate notation clash with investment.

The unobservable state is Sy = (8¢, §—1)" with transition:

727t+1 = > ki,sség +2 Zj %kij,sséisg +2 Zj > %kiﬂ,ssg%ggéé

Iy = 2 TissSi 2, > %inj,ssgng 222220 %xijl,ssgéggéé
qt = Ez Qi,ssgi + 27, Z]' %Qij,ssgésg + Zz Zj El %Qijl,ssgégzgé
€41 = €41

1 = 1

S5¢ = &
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or,

St+1 = g(St, €141).
We generate data of length 200 using the following parameter values.
[INSERT TABLE [7] ABOUT HERE]

We do not estimate the measurement error loadings and instead fix each o; = 0.001%] The prior

distribution for the vector of structural parameters as follows:
[INSERT TABLE [§| ABOUT HERE]

The priors and parameters were chosen to be representative of what one might estimate from
the data using more complicated model but not necessarily the parameters one would get if such a
simple model was brought to the data. The particle filter was evaluated with 5000 particles and the
Metropolis-Hastings was run for 100000 draws. The surrogate transitions algorithm was also run
identical starting values, number of particles, and number of draws. Like the previous example, the
covariance matrix for the random walk part of the chain was estimated as the covariance matrix of
the resulting draws from a previous run of the RWMH algorithm. As before, we demonstrate the

algorithm varying the temperature from 1 to 4, and number of surrogate steps from 1 to 6.

5.2.1 Nonlinear Transitions

Here we examine the results for a model that is solved using a third order approximation with a

marginal likelihood evaluated using a (square root) Unscented Kalman filter as our surrogate.
[INSERT TABLE [J] ABOUT HERE]

The output for the RWMH algorithm is reported in table [J] The Random Walk chain was fairly
well tuned, achieving an acceptance rate of about 40%, although perhaps a bit too high. The
autocorrelations range from 16 — 26 meaning that when one is estimating the mean of the posterior
distribution, the variance of the resulting estimate is 16 —26 times larger than if one had independent

draws. The particle filter took approximately 0.4 seconds per evaluation.

20We also do not estimate the discount factor 5.
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[INSERT TABLE |10, ABOUT HERE]

The acceptance rates for the surrogate transitions chain are presented in table They range
from 0.33 all the way up to 0.87. While both the Surrogate Transitions and RWMH chains have
higher than the reference acceptance rates, it is unclear what effects changing the proposal variance

in the random walk chain will have as this might improve the performance of algorithms.
[INSERT TABLE [11] ABOUT HERE]

As we can see from the running times, by avoiding running the particle filter on rejected parame-
ter values in the surrogate phase, we are able to decrease running times relative to the RWMH algo-
rithm. This is especially true when we perform just one surrogate proposal step for any temperature.
As with the stochastic volatility model in the previous section, for high temperature/intermediate
step combinations, the surrogate transitions algorithm actually takes longer than the RWMH algo-
rithm. And as before, this is because we are very likely to accept a draw in the surrogate phase and
thus run the resulting particle filter at a new draw. Whether or not these produce a speedup with
then depend greatly on the decrease in integrated autocorrelation time produced from our Markov

chain.
[INSERT TABLE [12l ABOUT HERE]
[INSERT TABLE [13] ABOUT HERE]

In terms of autocorrelations, the surrogate transitions sampler yields a wider range of estimates
of the integrated autocorrelation time, depending on the (7, K') combination. For a low number of
intermediate steps, the sampler produces a higher integrated autocorrelation time for the parameters
than the Metropolis algorithm. Fortunately, the increase in autocorrelation time is offset by the
substantial decrease in running time of the algorithm. For a fixed T', as we increase K, the number

of surrogate steps, the autocorrelation time decreases substantially.

[INSERT TABLE [14 ABOUT HERE]
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If we take both running times and integrated autocorrelation times into account, we can examine
the overall speedup. The speedup is positive for most (7', K') combinations. For T" low and more
than 1 intermediate step, the sampler sees a speedup of 1.4 — 6 over the simple RWMH chain. Thus,
our new sampler is anywhere from 40 to 500% more efficient than the naive implementation of
the Random Walk Metropolis-Hastings chain, depending on the parameter and (T,K) combination
used. Only one estimate showed slowdown, estimating v with low K. Averaged over parameters
and (T, K) combinations, the speedup is approximately 2.24, and, focusing on the subblock with
temperatures less than or equal to 2, and more than 1 interemediate step, speedup was on average

2.85.

5.2.2 Nonlinear Transitions: Adjusting the Surrogate Proposal Density

We notice that the speedup computed in the previous section was primarily due to decreases in inte-
grated autocorrelation time when the number of intermediate steps is large. This section addresses
whether there is room to scale the surrogate proposal density in such a way to trade higher auto-
correlation time for less computational time. For this experiment, we scale the standard deviation
of the surrogate proposal density of our parameters by the square root of the number of surrogate
steps, ¢(6,-) = N(6, KY') for a surrogate sampler with K steps. Larger proposal variance should
decrease the chance that we accept the move, but, when we do move, move us further in the state
space. By decreasing the number of acceptances in the surrogate step, we should run our filter less
often. When we do try to evaluate the particle filter, hopefully we will be further from our previous

parameter configuration, maintaining a favorable integrated autocorrelation time.
[INSERT TABLE [15{ ABOUT HERE]

Acceptance rates are lower than in the unscaled case, and running times in table [L6] are all less
than in the unscaled case. Thus, we are accepting less points in the surrogate phase and need to

run the particle filter less often.

[INSERT TABLE (16 ABOUT HERE]
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[INSERT TABLE |17 ABOUT HERE]

Integrated autocorrelation times are reported in table For K = 1 they are the same as before.

For larger K's are slightly larger than in the unscaled case, but not by much.
[INSERT TABLE 19 ABOUT HERE]

In terms of overall speedup, we see in table [19| a dramatic improvement relative to the unscaled
case. The mean speedup over all parameters and (7', K') combinations is now 2.97, while the mean
speedup over parameters and the T' < 2, K > 2 block of runs is 4.47. This shows that while varying
the temperature and number of surrogate steps can and will affect the performance of the algorithm,

large gains in efficiency can be achieved by taking care in designing the surrogate Markov chain.

5.2.3 Linear Transitions

A more extreme implementation of the surrogate transition method is to uses a linearized model
as a surrogate guide. This linear model takes almost no additional coding given one is solving for
a higher order approximation. Further, linearized models are still the primary tool for analysis in
DSGE models and are able to fit quantities quite well. Unfortunately, linearization, as pointed out
by [Fernandez-Villaverde and Rubio-Ramirez (2005)) has its drawbacks. On major drawback is that
the parameter v is not identified when taking a first order approximation to the policy functions.
Thus the surrogate phase merely samples from the prior on v which is always valid so long as the
prior is not improper. We also demean the data before evaluating the Kalman filter in the surrogate

step. The results are contained in tables [20] - 24]

[INSERT TABLE 20l ABOUT HERE]
[INSERT TABLE 21] ABOUT HERE]
[INSERT TABLE 22] ABOUT HERE]

[INSERT TABLE 23] ABOUT HERE]
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[INSERT TABLE 24| ABOUT HERE]

Relative to the nonlinear filter, the surrogate method with a linearized model shows much lower
acceptance rates and similar running times for a wide array of (T, K) combinations@ Again, inte-
grated autocorrelation times drop as the number of intermediate steps rise, but not as dramatically
as with using the nonlinear surrogate likelihood. The integrated autocorrelation times for our lin-
earized surrogate model are higher than those for the nonlinear one. In terms of overall speedup
relative to the RWMH we see that it is general positive, except for very high (7', K') combinations
and when K = 1. The algorithm shows slowdown when estimating v, when K = 1 for any T,
although this performance could have been expected given that it is unidentified in the surrogate
likelihood. However, increases in efficiency are seen in the parameters that are shared across models.
Even taking into account this slowdown, averaging speedup over the parameters remains positive.
The average over all parameters and (7', K) combinations showed a speedup of 1.62. For lower T,
and K greater than 2, it ranges from 1.11 —2.86. It is less efficient than using the nonlinear filter as
a surrogate, suggesting that nonlinearities are important and differences exist between the posterior
distribution induced by linear and nonlinear solution methods. As a word of caution, the results
for unidentified parameters vary substantially if the true likelihood is far away from a tight prior,

which suggests the use of fairly diffuse priors for such parameters.

6 Conclusion

This paper has proposed a novel combination of ideas for estimating parameters in a nonlinear state
space system. By combining various approximation methods, we are able to substantially speedup
the rate at which our Markov chain produces draws from its invariant distribution. This method is
especially suited for the estimation of nonlinear DSGE models where different solution methods can
be combined to form surrogate models. As we have explored the sampler for only the simplest of

DSGE models, more complicated models with large state spaces and/or a lot of particles should see

21We compute the second stage acceptance rate for K = 1 to get an idea of how close the surrogate is to the
likelihood of interest. For the nonlinear surrogate model, it ranged from approximately 0.9 when 7' = 1 to 0.55 when
T = 4. For the linear surrogate model, the second stage acceptance rates ranged from 0.5 — 0.65. This suggests that
the nonlinear surrogate is very accurate for low T and we lose little from using multiple accept/reject steps with this
approximation.
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an even greater advantage. Another way of viewing our algorithm is that running the particle filter
can be seen as a way of correcting the invariant distribution of a Markov chain that is computed by
an approximate marginal likelihood function.

Although we generally find good performance with only a few intermediate steps, tuning the
surrogate sampler and temperature level is an open question. What optimal acceptance rate one
should strive for, in both the surrogate and overall algorithm is unknown and very likely problem
dependent.

Exploiting the linear model allows an increase in efficiency over the baseline, especially for the
parameters which are well identified in the linear model. Nonlinear approximations to the marginal
likelihood increase the efficiency gains. This is the result of nonlinearities being important. However,
as we show, we can still use the linear parts of the model in such a way to aid in characterizing these
effects. One can certainly come up with examples in which using a linear state space model or an
Unscented Kalman filter to evaluate the likelihood gives disastrous results, and one should design a

surrogate model with care.
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Table 1: SV Model: Random Walk Metropolis-Hastings

14 T K
AR 0.29
Time 23874.50
IAT 12.60 10.80 11.58

s/Eff 3.01 258 2.76




Table 2: SV Model: Surrogate Transitions Acceptance Rates
K 1 2 3 4 5 6

0.20 031 036 0.39 040 0.40
025 035 039 0.38 0.37 0.36
0.26 034 035 033 031 0.29
0.27 032 032 029 027 024

W N =




Table 3: SV Model: Surrogate Transitions Running time

T\K 1 2 3 4 5 6

1 9229.31 14832.38 18371.88 20555.92 2189249 22747.26
2 12010.63 18048.08 21165.83 22638.38 23438.59 23814.77
3 14046.27 19985.97 22522.86 23621.78 24222.10 24227.45
4 15462.99 21094.90 23197.13 23895.08 24284.64 24371.16




Table 4: SV Model: Surrogate Transitions Integrated Autocorrelation Time

p
T\K 1 2 3 4 5 6
1 2332 11.04 1256 971 891 876
2 1227 936 730 7.75 7.98 6.95
3 1811 1016 971 7.09 628 6.24
4 1352 919 7.24 1137 8.69 877
T
K 1 2 3 4 5 6
1 2461 1447 1196 935 7.24 846
2 1404 764 758 6.11 884 7.02
3 1659 7.56 7.86 7.63 551 5.25
4 1328 7.86 7.98 7.61 7.65 8.06
n
K 1 2 3 4 5 6
1 1248 11.62 9.03 5.09 6.78 5.74
2 1319 7.02 659 3.94 657 4.20
3 16.00 9.06 6.80 540 7.05 5.20
4 1074 617 6.30 511 7.04 6.56




Table 5: SV Model: Surrogate Transitions Time per Effectively Independent Sample

p
T\NK 1 2 3 4 5 6

215 164 231 200 195 1.99
1.47 1.69 1.55 1.76 187 1.66
254 203 219 1.68 152 1.51
2.09 194 1.68 272 211 214

=~ W N = —

™K 1 2 3 4 5 6

227 215 220 1.92 158 1.92
1.69 138 1.61 1.38 2.07 1.67
233 151 1.77 1.80 1.33 1.27
205 1.66 185 1.82 1.86 197

W N =

™K 1 2 3 4 5 6

1.15 1.72 166 1.06 149 1.31
1.58 1.27 1.39 089 1.54 1.00
225 1.81 153 1.28 1.71 1.26
1.66 130 146 122 1.71 1.60

O R




Table 6: SV Model: Speedup Relative to Random Walk Metropolis-Hastings

p
T\NK 1 2 3 4 5 6

1.40 1.84 130 151 1.54 1.51
2.04 178 195 1.71 1.61 1.82
1.18 148 138 180 1.98 1.99
1.44 155 1.79 1.11 1.43 1.41

=~ W N = —

™K 1 2 3 4 5 6

1.13 1.20 117 134 1.63 1.34
1.53 1.87 1.61 186 1.24 1.54
111 1.71 146 143 193 2.03
1.26 1556 1.39 142 139 1.31

W N =

™K 1 2 3 4 5 6

240 1.60 1.67v 264 186 2.12
174 218 198 3.10 1.80 2.76
1.23 153 1.80 217 1.62 2.20
1.66 212 1.89 226 1.62 1.73

O R




Table 7: RBC Model: Parameters

0% 50

« 0.4

0 0.03
K 4

10) 0.005
log(7) -5.3




Table 8: RBC Model: Priors

50 3 S0 2

g(7)

Normal(50, 10?)
Normal(0.3, 0.052)
Normal(0.025, 0.0052)
Normal(4, 1.52)
Normal(0.3, 0.052)
Normal(-5.3, 22)




Table 9: RBC Model: Random Walk Metropolis-Hastings

vy « 6 K 10) T
AR 0.40
Time 43452.28
IAT 16.31 18.51 21.04 25.94 21.72 20.59

s/Eff 709 804 914 1127 944 8.95




Table 10: RBC Model: Nonlinear Surrogate Transitions Acceptance Rates
K 1 2 3 4 5 6

037 059 0.72 0.80 0.85 0.87
0.40 055 0.61 0.62 0.61 0.59
0.40 0.50 0.50 0.48 045 0.42
0.40 047 044 0.40 0.36 0.33

W N =




Table 11: RBC Model: Nonlinear Surrogate Transitions Running time

T\K 1 2 3 4 ) 6
1 19692.80 32292.76 39792.75 45780.85 49597.33 50241.67
2 25964.66 38934.23 45257.38 51278.58 51411.03 53320.81
3 29564.54 40926.98 46061.55 48388.76 50029.13 51387.92
4 32613.70 42968.98 46838.05 48895.27 50325.81 51418.05




Table 12: RBC Model: Nonlinear Surrogate Transitions Integrated Autocorrelation Time

v
K 1 2 3 4 5 6
1 3607 9.68 869 537 511 4.04
2 2776 11.96 925 7.83 836 5.71
3 2406 13.01 13.73 952 9.19 527
4 1893 14.31 11.58 9.66 10.43 12.76
(6]
T\K 1 2 3 4 5 6
1 1871 1425 6.10 826 4.13 3.96
2 2039 1439 712 522 6.63 5.80
3 2278 1159 835 7.20 825 5.90
4 18.21 1426 10.29 1241 7.66 8.90
5
K 1 2 3 4 5 6
1 2528 16.60 11.94 6.36 6.01 5.28
2 2019 1471 829 6.54 6.03 3.85
3 1997 1401 7.36 7.66 6.77 5.48
4 2568 1592 10.77 9.28 10.40 8.83
K
K 1 2 3 4 5 6
1 2055 11.53 828 926 444 3.73
2 1773 1757 1209 7.02 582 4.86
3 3027 13.04 11.00 11.41 7.48 6.81
4 2054 1956 13.10 10.12 9.33 8.35
¢
K 1 2 3 i 5 6
1 30.85 11.57 7.67 6.65 481 4.80
2 3073 1155 857 7.00 6.96 4.63
3 2268 14.78 11.97 834 9.16 6.83
41692 1450 1245 892 9.75 11.98
T
K 1 2 3 4 5 6
1 3470 983 813 568 592 4.00
2 2215 1030 830 9.4 862 4.43
3 1870 14.00 1153 8.78 7.10 7.05
4 2026 16.25 14.48 12.08 9.13 9.97




Table 13: RBC Model: Nonlinear Surrogate Transitions Time per Effectively Independent Sample

v
™K 1 2 3 4 5 6
710 3.13 3.46 246 254 203
721 4.66 418 4.02 4.30 3.04
711 533 632 461 460 271
6.17 6.15 542 4.72 525 6.56

=W N =

™K 1 2 3 4 5 6

3.68 4.60 243 3.78 2.05 1.99
5.29 5.60 3.22 2.68 341 3.09
6.74 4.74 3.85 348 4.13 3.03
594 6.13 4.82 6.07 3.86 4.58

W N =

498 5.36 475 291 298 2.65
5.24 573 375 335 3.10 2.05
5.90 5.73 339 3.71 339 281
837 6.84 504 454 524 454

W N =

4.05 3.72 329 424 220 1.87
4.60 6.84 5.47 3.60 299 2.59
8.95 534 5.07 552 3.74 3.50
6.70 841 6.13 4.95 4.70 4.29

N R

™K 1 2 3 4 5 6

6.08 3.74 3.05 3.04 240 241
798 450 3.88 3.59 3.58 247
6.71 6.05 5.51 4.04 4.58 3.51
9.52 6.23 5.83 4.36 491 6.16

I R

™K 1 2 3 4 5 6

6.83 3.18 3.24 2.60 294 201
5.7 4.01 3.76 4.69 4.43 2.36
5.53 5.73 531 425 355 3.62
6.61 698 6.78 591 4.60 5.13

AU NI




Table 14: RBC Model: Nonlinear Surrogate Speedup Relative to Random Walk Metropolis-Hastings

v
™K 1 2 3 4 5 6
1.00 227 205 2.88 280 3.49
098 1.52 1.69 1.76 1.65 2.33
1.00 1.33 112 154 154 262
115 115 131 150 1.35 1.08

=W N

™K 1 2 3 4 5 6

218 1.75 331 213 3.93 4.05
1.52 144 250 3.00 2.36 2.60
1.19 1.70 2.09 231 195 2.65
1.35 131 1.67 133 2.09 1.76

W N =

™K 1 2 3 4 5 6

1.84 1.71 192 3.14 3.07 3.45
174 1.60 244 273 295 4.46
1.55 1.59 270 247 270 3.25
1.09 134 1.81 202 175 2.01

N R

2.79 3.03 342 2.66 5.12 6.01
245 1.65 206 3.13 3.77 4.35
1.26 211 223 2.04 3.01 3.22
1.68 134 1.84 228 240 2.63

N R

™K 1 2 3 4 5 6

1.55 253 3.09 3.10 3.93 3.92
1.18 210 243 263 2.64 3.83
141 156 1.71 234 2.06 2.69
171 152 1.62 216 1.92 1.53

=W N =

™K 1 2 3 4 5 6

1.31 282 277 344 3.056 4.45
1.56 223 238 191 202 3.79
1.62 156 1.68 2.11 2.52 247
1.35 128 132 152 195 1.74

=W N




Table 15: RBC Model: Nonlinear Surrogate Transitions Acceptance Rates, v/ K scale
T\K 1 2 3 4 5 6

0.37 040 0.39 0.37 0.34 0.32

0.40 0.39 036 0.34 0.32 0.29

0.40 0.36 0.32 0.29 0.26 0.24

0.40 0.33 0.27 0.24 0.22 0.19

=W N =




Table 16: RBC Model: Nonlinear Surrogate Transitions Running time, v/ K scale
T\K 1 2 3 4 5 6
18883.73 21589.49 22051.98 21875.95 21725.40 21652.62
25468.33  29137.78 29874.37 30091.10 29832.27 29485.74
31119.73  35687.11 37385.15 39256.09 38219.48 38447.14
34327.98 40368.05 40925.25 42536.11 43748.29 42742.30

W N =




Table 17: RBC Model: Nonlinear Surrogate Transitions Integrated Autocorrelation Time, v/ K scale

v
K 1 2 3 1 5 6
1 3607 1203 9.09 7.61 649 7.32
2 2776 1228 851 813 872  9.03
3 2406 13.72 1152 846 11.98 9.79
4 1893 1565 11.37 10.15 11.09 13.18
[0
K 1 2 3 4 5 6
1 1871 1201 7.45 744 840 6.57
2 2039 1151 989 827 719 8.34
32278 1476 1292 873 10.08 8.13
4 1821 1637 7.05 11.82 10.14 13.72
5
K 1 2 3 1 5 6
1 2528 823 945 601 591 831
2 2019 1122 693 821 8.08 6.32
31997 1740 727 880 9.06 12.06
4 2568 1279 11.36 11.69 10.70 15.55
K
K 1 2 3 4 5 6
1 2055 13.31 800 888 7.13 6.55
2 1773 1266 632 752 699 831
33027 1538 1023 875 10.71 9.81
4 2054 1450 10.88 12.37 11.24 17.19
¢
K 1 2 3 4 5 6
1 3085 1430 9.10 640 7.81 5.71
2 3073 13.65 1086 7.31 7.66 9.25
3 2268 16.72 12.76 854 12.06 11.06
41692 1640 986 9.02 11.79 10.08
T
K 1 2 3 1 5 6
1 3470 910 699 7.98 637 684
2 2215 13.72 718 746 718 7.87
3 1870 17.80 897 10.07 971  9.73
42026 13.08 11.59 9.08 11.23 12.96




Table 18: RBC Model: Nonlinear Surrogate Transitions Time per Effectively Independent Sample,

VK scale

v
™K 1 2 3 4 5 6
6.81 2.60 200 1.66 1.41 1.59
707 358 254 244 260 2.66
749 490 431 3.32 458 3.76
6.50 6.32 4.65 4.32 485 5.64

=W N =

™K 1 2 3 4 5 6

3.3 259 164 1.63 1.83 1.42
5.19 335 296 249 2.15 246
7.09 527 483 343 3.85 3.13
6.25 6.61 2.88 5.03 4.44 5.86

>~ W N =

™K 1 2 3 4 5 6

4.77 178 2.08 1.31 1.28 1.80
5.14  3.27 2.07 247 241 1.86
6.21 6.21 2.72 345 3.46 4.64
8.81 5.16 4.65 4.97 4.68 6.65

=W N

™K 1 2 3 4 5 6

3.88 287 176 194 1.55 1.42
4.52 3.69 1.89 226 209 245
942 549 382 344 4.09 3.77
7.06 5.85 445 526 4.92 7.35

W N =

5.83 3.09 201 140 1.70 1.24
7.83 398 3.24 220 2.28 273
7.06 5.97 4777 335 4.61 4.25
5.81 6.62 4.03 3.84 5.16 4.31

=W N

6.55 196 1.54 1.74 1.38 1.48
5.64 4.00 214 225 2.14 232
5.82 6.35 3.35 395 3.71 3.74
6.95 528 474 386 491 554

=W N =




Table 19: RBC Model: Nonlinear Surrogate Speedup Relative to Random Walk Metropolis-
Hastings, v/ K scale

v
™K 1 2 3 4 5 6
1.05 275 356 429 5.07 4.50
1.01 2.00 2.81 292 275 2.68
095 1.46 1.66 2.15 1.56 1.90
110 1.13 1.54 1.65 147 1.27

=W N =

™K 1 2 3 4 5 6
229 3.13 493 498 444 5.69
156 242 274 326 3.78 3.30
1.14 154 1.68 237 210 2.59
1.30 1.23 2.81 161 1.83 1.38

=W N

™K 1 2 3 4 5 6

193 519 442 7.01 7.18 5.12
1.79 282 445 3.73 382 4.95
148 148 3.39 267 266 1.99
1.0 1.78 198 185 197 1.39

W N =

293 395 644 585 7.33 8.00
252 3.08 6.02 5.02 544 4.64
1.21 2.07r 297 3.31 278 3.01
1.61 194 255 216 231 1.55

=~ W N =

1.63 3.08 4.74 6.80 5.61 7.70
1.22 239 293 432 416 3.49
1.35 159 199 284 206 224
1.64 144 236 248 184 221

N R

1.38 459 5.85 5.17 6.52 6.09
1.60 226 4.20 4.02 4.21 3.89
1.55 142 2.69 228 243 241
1.30 1.71 190 233 183 1.63

=W N =




Table 20: RBC Model: Linear Surrogate Transitions Acceptance Rates
K 1 2 3 4 5 6

032 045 050 0.51 049 047
037 045 045 0.42 0.39 0.36
038 042 039 034 030 0.27
0.39 040 034 0.29 0.25 0.22

W N =




Table 21: RBC Model: Linear Surrogate Transitions Running time

T\K 1 2 3 4 ) 6
1 23069.16  34762.59 41329.10 44819.00 46775.13 48249.95
2 29304.32 40313.62 44776.56 46852.80 48014.90 50022.72
3 32793.09 42812.45 46149.10 48090.15 48442.30 49216.49
4 35176.48 44087.98 46755.08 47726.13 48536.65 49232.81




Table 22: RBC Model: Linear Surrogate Transitions Integrated Autocorrelation Time

5
K 1 2 3 1 5 6
1 3533 1834 10.99 11.35 857 8.71
2 3402 1519 1260 10.72 10.79 9.81
32802 1229 1148 955 9.68 13.43
4 2801 16.57 14.53 11.50 14.62 15.49
[0
K 1 2 3 1 5 6
1 2504 13.68 11.73 925 1129 6.95
2 3319 1291 11.60 892 831 9.12
3 27.69 1456 11.46 9.66 1273 11.38
42070 1276 13.01 10.07 16.81 12.40
5
K 1 2 3 4 5 6
1 2729 1391 1426 994 968 824
2 1765 14.48 11.05 818 984 7.1
32279 2120 1205 865 810 11.30
4 17.97 1523 12.65 13.71 12.06 15.87
K
K 1 2 3 1 5 6
1 3441 1585 10.30 946 13.01 10.91
22320 11.09 982 922 936 8.63
32271 1290 11.75 1225 10.55 12.34
4 2902 1853 891 14.16 10.76 14.61
¢
K 1 2 3 1 5 6
1 2583 13.80 1490 7.35 9.14 8.05
2 2841 1629 1281 1090 8.14 9.71
3 2582 1255 14.23 1031 9.74 15.19
4 17.68 1584 16.93 12.86 14.69 12.46
T
K 1 2 3 1 5 6
1 3351 17.96 1326 12.94 7.31 10.87
2 2743 1531 1245 11.62 9.72 11.48
3 2628 17.45 1046 11.43 13.67 10.24
4 2367 1641 1594 14.94 11.40 10.53




Table 23: RBC Model: Linear Surrogate Transitions Time per Effectively Independent Sample

v
T\K 1 2 3 4 5 6
8.15 6.37 454 5.08 4.01 4.20
9.97 6.12 5.64 5.02 5.18 4.91
9.19 526 530 4.59 4.69 6.61
9.85 730 6.79 549 7.10 7.63

=W N

™K 1 2 3 4 5 6

5.78 4.76 4.85 4.14 5.28 3.36
9.73 520 5.20 4.18 3.99 4.56
9.08 6.23 529 4.65 6.17 5.60
7.28 5.63 6.08 481 816 6.10

W N =

1 629 484 589 445 453 3.98
2 517 584 495 383 473 3.71
3 747 9.08 556 4.16 3.93 5.56
4 632 671 591 654 585 7.81

K

K 1 2 3 4 5 6
1 794 551 426 424 6.09 527
2 6.80 4.47 440 432 449 4.32
3 745 552 542 589 511 6.07
4 1021 817 417 676 522 7.19

596 480 6.16 3.30 4.27 3.89
832 6.57 573 5.10 3.91 4.86
8.47 537 6.57 4.96 4.72 748
6.22 699 792 6.14 7.13 6.14

I R

™K 1 2 3 4 5 6

7.73 6.24 548 580 3.42 5.24
8.04 6.17 5.57 5.45 4.67 5.74
8.62 7.47 483 549 6.62 5.04
833 7.23 745 713 5.53 5.18

AU NI




Table 24: RBC Model: Linear Surrogate Speedup Relative to Random Walk Metropolis-Hastings

Y
T\K 1 2 3 4 5 6
0.87 1.11 156 1.39 1.77 1.69
0.71 1.16 1.26 1.41 137 1.44
0.77 135 134 154 1.51 1.07
0.72 097 1.04 129 1.00 0.93

=W N

™K 1 2 3 4 5 6

1.39 169 1.66 194 1.52 2.40
0.83 1.55 1.55 1.92 2.02 1.76
0.89 1.29 152 1.73 130 144
1.10 143 1.32 1.67 0.99 1.32

W N =

1.45 1.89 1.55 2.05 2.02 2.30
177 157 1.85 239 193 247
1.22 101 164 220 233 1.64
145 136 1.55 140 1.56 1.17

N R

142 205 265 266 185 214
1.66 252 256 261 251 261
151 204 208 191 221 186
1.10 138 2.71 1.67 2.16 1.57

N R

™K 1 2 3 4 5 6

1.58 197 1.53 286 221 2.43
1.13 144 1.65 185 242 1.94
1.11 1.76 1.44 190 2.00 1.26
1.52 135 1.19 154 132 1.54

=W N =

™K 1 2 3 4 5 6

1.16 143 1.63 154 262 1.71
1.11 145 1.61 164 192 1.56
1.04 120 1.85 163 135 1.78
1.07 124 120 125 1.62 1.73

=W N




A Appendix

This section proves PMMH with surrogate transitions has the correct limiting distribution. The
notation, definitions, and description follow almost exactly from [Andrieu, Doucet, and Holenstein
(2010)), with the theorem and proof are augmented in the appropriate way. We included this section
here for completeness. Much like how |Andrieu, Doucet, and Holenstein| (2010)), show PMMH is a
Metropolis-Hastings algorithm on an extended state space, we show here that PMMH with marginal
surrogate transitions is a surrogate transition (which can be viewed as a specific Metropolis-Hastings

update) with appropriately defined target, surrogate, and proposal densities.

A.1 Preliminaries

We let the parameters be denoted by 6, where § € ©. The unobserved states are the random variable
X € X, and denote a vector of unobserved states of length P as X1.p € X P Define X,, as an N

vector of states at time n, X, = (X;,---, X). We want to sample from the density,
m(0, 21.p) = (0, 21.p)/Z.

Here, v: 0 x X Py R, and Z is a normalizing constant. We write,
(0, x1.p) = w(0)mo(x1.p)

where,
mo(21.p) = v(0,71.P)/7(0),

’7(9) = / 7(97$1:P>d$1:P7
XP

and,



For any 6 € ©, we will define a family of importance sampling densities as
{Mg(mnla:lzn_1> sn=1,..., P},

and a family of bridging densities,

{w,ﬂ(:cm); n=1,..., P} .

Here, 7{(r1.0) = 1 and M{(z1|x10) = MY (x1). Each bridging density can be written 7% (21.,) =
Y (0, T1:0) /0 (0), and 7% (z1.p) = (0, 21.p)/v(0). We will call #V(dzy.p) and 4V (0) the SMC
approximation using N particles to mg(dx1.p) and ~y(0).

Table 25: Notation Relation
General State Space

(0, z1.p) p(0,z1.7Y1:T)

mo(z1.p)  p(rrrl0,y1T)
m(0) p(0]y1:t)
v(0,z1.p)  p(0,z1.7,Y1.7)
v(0) p(yr.7|0)p(0)
Z p(y1T

A.2 Ancestral lineage

The resampling procedure is the operation by which offspring at time n choose their parents at time
n—1. Let A¥ | denote the index of the parent at time n — 1 of particle X, . Further, let the vector
of parent indicies at time n — 1 be A,,_1 = (AL ,..., AN |). This vector, A,_1, parameterizes the
random mapping {1,...,N} — {1,... ,N}N.

Parents are chosen according to probability distribution r(-|W,,_1). Here W,,_; is the N dimen-
LWt W),

sional vector of the normalized particle weights at time n—1, that is, W,,_1 = (W,}_



For a given vector of normalized weights, parents are chosen according to
N
r(An—1|Wy_1) = H}—(Afz—ﬂwnfl)a
k=1

where F(AF_|W,_1) is the density of a multinomial distribution with probabilities given by W,,_1.

n—1

We let B¥ be the index of the ancestor particle of X f p at time n. That is, B}% =k, and,
Bk
B = A"
Then the vector B{“Z p s,
B{C:P = (Bicv T aB]]g—h k)
The k' vector from the N particle approximation of pV (dzy.p) is then,

k
BP—l

k k
Xbp= (X0, X%, X0 XE).
Let the number of offspring of particle k at time n be OF = SN 7(A™ = k).

A.3 Generic Sequential Monte Carlo Algorithm

For any 6 € O, the following algorithm can be used to construct an approximation to my(dz1.p).

We omit dependence of the weight on 6.
e Step 1
— Sample XF ~ M{(.)

— Compute and Normalize the weights

/71(97X{€)
’wl(Xk) =
Vo Mi(xp)

e Step 2, forn=2,--- , P:

— Sample A,,_1 ~ r(-|W,_1)



k
Anfl

— Sample Xrli ~ Mg(‘|X1:n71)

— Compute and normalize the weights

(0, XE,)
wn(X{Cn) = AI:L_I Ln Ak—l
Yn—1(0, X1 "7 )MY(XE|X.07Y)

N
" Zm:l w"(Xinn)

This algorithm yields particle approximation’s to mp(dx1.p) and () as

N
ﬁN(dxl;p) = Z Wllgéxf;p (dl‘l;P)

k=1
and
N P 1 N i
0) =TT x> wn(xt)
n=1 k=1
respectively.

A.4 Support Definitions

For any 6 € ©, define the support of importance density and the support of the target density as,
Qz = {xlsn € x": 77791_1(xlsnfl)Mg(SanUl:nfl) > 0}

and,

Sz = {.Z'l;n e X" Wz(xlzn) > O}

respectively. The support of the marginal density is

S={0€0:7(0) >0},



while the support of the surrogate marginal density is

S={0co:7(0) >0}.

A.5 PMMH With Surrogate Transitions
Fori=1,...,L
e sample ¢ ~ q(0(i — 1),)

e set z = ' with probability,

where 4 is an approximation to v(0).

o If z£0(i—1),
— Run a SMC targeting mp(dx1.p)

— sample X/ p from 7)) ()

— set (0(4), X1.p(2)) = (¢, X}.p) with probability

. / ] ’AY
az(0(i — 1),0") = min {1’ AN(0(i — 1))7(0")

o Else set (0(i), X1.p(i)) = (0(i — 1), X1.p(i — 1))

A.6 Assumptions

Here we give the assumptions that we will use in the proof of the theorem.

e Assumption 1: For any k=1,...,N,and n =1,..., P, the resampling scheme satisfies

E(Op|Wy) = NWy;



and

T’(Afl =m|W,) =W".

e Assumption 2a: SC S

e Assumption 2b: For any 6 € S, we have St c ol

Note that assumptions 2a,b imply for any 8 € S, we have S,QL C Qfl.

e Assumption 3: The Surrogate Transitions algorithm with target density 7(6), surrogate target

density 7(6), surrogate proposal density ¢(6,¢’) is irreducible and aperiodic.

Assumption 1 is the same as in Andrieu et al. It is a restriction on the resampling procedure such
that it is unbiased. The second part of the assumption is needed in the proof of the theorem below.
It can be enforced by a random permutation of the particles at each time period. Assumption
2a states that the support of the surrogate marginal density contains that of the true marginal
density, which will be needed for the us to be able to sample from 7(-) to draw from m(-) using
surrogate transitions. Assumption 2b says that for any of the parameters contained in the support
of the surrogate marginal target density, our SMC is valid to sample from mp(-). Assumptions
2a,b imply the assumption 2 used in Andrieu et al. Assumption 3 states that if we were able to
compute the true target marginal density, our surrogate method would create a Markov chain whose
invariant distribution is 7(#) for almost any starting point. This is the surrogate transition analog

of Assumption 3 used in Andrieu et al.

A.7 Some simplifying notation

We will define the vector u of random variables that make up the particle filter as
U = (Xl,...,Xp,Al,...,AP_l)
is a random variable defined on i/, where,

U=xNx{1,... N}V



Define the extended state space (6, k,u) € X as
X=0x{l,---,N} xU.

A.8 Theorem

1. Assume assumption 1, then PMMH with Surrogate Transitions is a surrogate transition on an

extended space, X with the following definitions:

e Surrogate target density,

(0, k, u) = wpi(0)¢’ (u)

where wg is the realized weight associated with k’,

and,
N P N
o’(u) = [T M7 @) [] rl@an-alwar) T MaGat ey y)
m=1 n=2 m=1

e Surrogate proposal density,
Q0 k0 K ') = wie” (0)q(0,6).

e Proposal density,
q(0,k, 0,0 k' u') =80,k ¢ kK u)

where S(0, k,u,-) is the transition kernel of the surrogate Markov Chain.

e Target density,

(0, k,u) = ﬂ(@,xlf:P) ¢ (u)
T NP bk bk, bE_
MY (ay") H5=2 r(bF _ Jwn—1) MY (g |27 )

2. Assume assumptions 2a,b and 3, then for any N > 1, then PMMH with Surrogate Transitions



generates a sequence {6(i), X1.p(i)} whose marginal distributions {£N {(0(i), X1.p(i)) € -}}
satisfy
1LY {(6(0), X1.p(i)) € -} = 7()]| = 0

as ¢ — 00

A.9 Proof of Theorem

To prove the theorem, we need to show that the acceptance probabilities correspond to those given
in the algorithm.
In the surrogate phase, we have, a standard MH update on the extended space, using the

surrogate target and proposal density,
7(0, b, u) = why(8)/ 24" ()

and,

(0, k,u, 0 K u') = wh o (u)q(0,6')

respectively.
The acceptance probability of a Metropolis-Hastings algorithm targeting 7 (6, k, u) using proposal
(j(e, k) u, 91’ k‘l,a u/) iS,

/ / / — ) ﬁ'(el’k/’u/)q(e/’k/’u/’e,k,u)
ar(6;k,u, 0, k' ) = mm{l’ 7(0.k.u)g(0.F, 07 K )

Wi 3(0")/ 2" ()l o (w)a(0',0)
whi(0)/ Z¢® (wywh o (u)g(6,0')

o 0)900)
= mm{l’ a(f))q(e,@')}

= mins 1,

= 041(9, 9/)

Transition kernel for the surrogate Markov Chain is,

5(07 ka u, ) = 041(97 k> u, )q~(0> ka u, ) + (1 - A(ea ka u))597k,u(')‘



By construction, this kernel satisfies detailed balance with 7,

7(0,k,0)S (0, k,u, 0 K ') =70, K, 0)S(O, K 0,k u).

This gives us a second stage proposal density of

q(0,k,u, 0 K u') = S0,k 0 K o).

We form the Metropolis-Hastings acceptance probability using proposal density ¢(6, k,u, ', k', u’)

and target density 7 (6, k,u). This acceptance probability is,

az (8, k,u, 0" K )

1 7T(6,7k/7u,)q(6,7k,7u/=97k7u)
 w(0,k,u)q(0,k,u,0" k)

1 w(0' k' u')S(0' k' ' ,0,k,u)
' (0, k,) S (0,k, w0 K u)

1 7'('(9,7]6/7].1,)7}(9,]671.1)
) 7 (0:k,0)7 (0K 0

{
{
{
i {1 (0 K Ywh 7(0)¢” (w)
{

" 70,k u)wh 7(67) 0 (u)
1 (0K ) whe? (u)7(6)

T (0, k) wk o? (u)5(6)
1. AN (©)3(0) }

AN (0)7(6")

Where, going from lines 1 to 2 we’ve used the definition of ¢(0, k,u, 0, k', u’), from 2 to 3, detailed

balance of the surrogate transition, lines 3 to 5, the definition of 7(0, k,u) and 7(6). Finally, line 5

to 6 follows from Andrieu et al. 2010 (Theorems 2 and 4), but redo the algebra below.



m(0,ku) m(0,2% p) N~ b (u)
whef (u)

bk bk bR
M19 (5”11 ) Hf;:z r(blfl_1 [Wi—1) ME (7" |‘Zl’:nn—1)(700(u)

m(0,a% )N—F

[ o Vg
M19 (5511 )l § A r(bﬁ_1|wn_1)M£(xn" |5”1:nn—1)w§3

m(0,2% L )N—F

LS bk, BF P_1_ bk
Mf (x11 ) Th=2 MY (xy ESDN | wn"wég

(0,28 L )N—F

vk p bk bR b bk

Mf(mll DB | e Mg(mnnml?njl) [Th=y wn®
_ P M

ﬂ(ezwlf;P)N P Hn=1{2m=1 wn(x’inn)}

N bk bR P bk
M19 (111 B § M (z |$1?n—1) [Lh=y w(zyh,)

P M
ﬂ-(97:CIIC:P) Hn:l %{Zn;:l w"(x’inn)}
L bk bR o bk
Mlg (5’311 B § A M (z lzy 0 ) [Ty wizyy,)

7r(9’1“,1C:P) 5:1 %{Z%ZI w"(xrlnn)}

k
bk P bk bk,I P 'Yn(eyXbTL )
M{)(%l ) [Trme ME (x|, 7, ) [Ty 13 L

b bk
-1 -1
Yn—1(0. X, D ME (XX )

(0,25 p) [Th_y % {m—y wa(ay )}

b
'YP(eyxl;IjD)

1 7(071‘116:13) 5:1 %{Z%ZI w”(x’inn)}
V(Q’ZT;P)

|
N

The proof of the second part of the theorem follows directly from |Andrieu and Roberts| (2009),

Theorem 1.
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